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1. Example: Bose-Einstein Condensates

A more complete description of the underlying physics, as well as the mathematical formulation, can
be found in [18, 19, 21]. Upon a suitable rescaling, the quasi-one dimensional model for a Bose-Einstein
condensate with both a magnetic trap and optical lattice is given by

iqt = Lq − ωq + εp(t) cos(
2x
µ

)q − δ|q|2q. (1.1)

Here q : R× R+ 7→ C,

L := −1
2
∂2

x +
1
2
x2 + V0 cos(

2x
µ

),

p : R 7→ R is smooth and satisfies p(t + T ) = p(t), ε, µ ∈ R+, and δ ∈ {−1,+1}. As discussed in [18,
Section 2], one knows the following about L:

(a) σ(L) = {µj}∞j=0 ⊂ R, and each eigenvalue is simple with µj < µj+1 for all j ∈ N0

(b) the eigenfunctions {qj(x)}∞j=0 form a complete orthonormal basis, and satisfy the decay condition

|qj(x)|ex2/8 ≤ C, x ∈ R

(c) if j is even, the eigenfunction is even, whereas if j is odd, the eigenfunction is odd.

The desire is to construct a low-dimensional approximation to equation (1.1). Upon writing

q(x, t) ∼ c0(t)q0(x) + c1(t)q1(x),

where cj : R 7→ C, and performing several rescalings, one sees that the ODE governing the behavior of cj(t)
is given by

iċj =
∂H
∂c̄j

, j = 0, 1, (1.2)

where H is a particular Hamiltonian (see [19, Section 2] for the details). One feature of equation (1.2) is
that

|c0(t)|2 + |c1(t)|2 ≡ 2, (1.3)

which is a consequence of the fact that equation (1.1) conserves the total number of atoms. Upon setting
cj :=

√
2ρj eiφj , i.e., the pairs (ρj , φj) define action-angle variables, one finds that

ρ̇j =
∂H
∂φj

, φ̇j = − ∂H
∂ρj

; j = 0, 1, (1.4)

where now

H(ρ0, ρ1, φ0, φ1, t) =
1
2
(µ0 − ω)ρ0 +

1
2
(µ1 − ω)ρ1 + εp(t)(αp

00ρ0 + αp
11ρ1)

− δR2

(
1
2
α0

000ρ
2
0 +

1
2
α1

111ρ
2
1 + α0

011(2 + cos 2∆φ)ρ0ρ1

)
.

Here ∆φ := φ1 − φ0, and R is a measure of the total number of atoms in the condensate. Furthermore, the
coefficients are given by

αm
ijk := 〈qiqj , qkqm〉, αp

ij := 〈cos(
2x
µ

)qi, qj〉.

Since equation (1.3) implies that ρ0 + ρ1 ≡ 1, after some algebra equation (1.4) can be reduced to

ρ̇0 = −2δR2ρ0(1− ρ0) sin 2∆φ

∆̇φ = −1
2
(µ1 − µ0)− ε(αp

11 − αp
00)p(t)

+ δR2
(
α1

111 − (α0
000 + α1

111)ρ0 + α0
011(2 + cos 2∆φ)(2ρ0 − 1)

)
.

(1.5)
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Note that equation (1.5) can be considered on the cylinder (ρ0,∆φ) ∈ [0, 1] × [0, 2π). Further note that
if ε = 0 the system is autonomous; hence, it can be considered to be a periodic perturbation of a planar
system. Systems of such type are considered in detail in [9], and will be discussed herein.
Remark 1.1. In class I will present some numerical simulations of equation (1.5) with p(t) = cos t using
the software Dynamics Solver. The coefficients were derived upon setting µ =

√
.2 and V0 = 2.5.

2. Invariant Manifolds

For the system
ẋ = f(x), x(0) = x0,

the solution will often be represented as φt(x0). The function φt defines a flow, i.e.,

(a) φs+t = φsφt = φtφs

(b) φ0 = 1

2.1. Linear systems

First consider
ẋ = Ax, x(0) = x0,

where A ∈ Rn×n. In this case it is known that

φt(x) = eAtx.

Let γs < γu ∈ R\σ(A) be given, and denote

σs(A) := {λ ∈ σ(A) : Reλ < γs}
σc(A) := {λ ∈ σ(A) : γs < Reλ < γu}
σu(A) := {λ ∈ σ(A) : γu < Reλ}.

If γs,u are chosen so that λ ∈ σc(A) if and only if Reλ = 0, then one has the usual definition of these spectral
subsets. Associated with each spectral set there is a subspace Es,c,u which satisfies the property that

eAtEs,c,u ⊂ Es,c,u.

Furthermore, one can easily prove the following lemma.
Lemma 2.1. If x0 ∈ Es, then there exists a constant M ≥ 1 such that

|eAtx0|e−γst ≤M, t ≥ 0.

If x0 ∈ Eu, then there exists a constant M ≥ 1 such that

|eAtx0|e−γut ≤M, t ≤ 0.

Finally, if x0 ∈ Ec, then there exists a constant M ≥ 1 such that

|eAtx0|e−γut ≤M, t ≥ 0 and |eAtx0|e−γst ≤M, t ≤ 0.

Remark 2.2. With the usual definition, i.e., upon setting γs = γu = ε with ε > 0 begin arbitrarily small,
one can paraphrase Lemma 2.1 to state that if x0 ∈ Es, then φt(x0) → 0 exponentially fast as t → +∞,
while if x0 ∈ Eu, then φt(x0) → 0 exponentially fast as t → −∞. If x0 ∈ Ec, then the behavior has no
a-priori characterization.

http://tp.lc.ehu.es/JMA/ds/ds.html
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2.2. The manifold theorems

Assume that for the ODE ẋ = f(x) one has that f : Rn 7→ Rn is Cr (r ≥ 2) with f(0) = 0.
Definition 2.3. A space X is a topological manifold of dimension k if each point x ∈ X has a neighborhood
homeomorphic to the unit ball in Rk.
Remark 2.4. In particular, the graphs of smooth functions are manifolds.
Definition 2.5. Let N be a given small neighborhood of x = 0, and let ε > 0 be sufficiently small. The
stable manifold, W s, is

W s := {x ∈ N : φt(x)e−γst ∈ N ∀ t ≥ 0 and φt(x)e−γst → 0 exponentially fast as t→ +∞}.

The unstable manifold, W u, is

W u := {x ∈ N : φt(x)e−γut ∈ N ∀ t ≤ 0 and φt(x)e−γut → 0 exponentially fast as t→ −∞}.

The center manifold, W c, is invariant relative to N , i.e., if x ∈W c, then

φt(x)e−γut ∈W c ∩N, t ≥ 0 and φt(x)e−γst ∈W c ∩N, t ≤ 0.

Furthermore, W c ∩W s = W c ∩W u = {0}.
Theorem 2.6 (Stable manifold theorem). There is a neighborhood N of x = 0 and a Cr−1 function
hs : N ∩ Es 7→ Ec ⊕ Eu such that W s = graph(hs).
Theorem 2.7 (Unstable manifold theorem). There is a neighborhood N of x = 0 and a Cr−1 function
hu : N ∩ Eu 7→ Es ⊕ Ec such that Wu = graph(hu).
Theorem 2.8 (Center manifold theorem). There is a neighborhood N of x = 0 and a Cr−1 function
hc : N ∩ Ec 7→ Eu ⊕ Es such that graph(hu) is a W c.

Remark 2.9. One has that:

(a) dim(W s,c,u) = dim(Es,c,u)

(b) The manifolds are invariant, i.e., if x ∈ W s,c,u, then φt(x) ∈ W s,c,u for all t ∈ R. Thus, if, e.g.,
dim(Es) = ks, there is then a ks-dimensional ODE which governs the behavior of the flow on W s.

(c) W s,c,u is tangent to Es,c,u at x = 0.

(d) The dynamical behavior on W s and W u is determined solely by the linear behavior.

(e) W c is not unique. For example, consider the system

ẋ = x2, ẏ = −y.

(f) The proofs of these theorems is discussed in [28, Chapter 3.3.5].

The formulation of the manifold theorems has important implications. First, one can foliate W u, as
well as W s, in the following manner. Let λ1, . . . , λk ∈ σ(Df(0, 0)) be simple, and hence real, be such
that 0 < λ1 < λ2 < · · · < λk, and let the associated eigenvector be denoted by vj . By the statement of
the unstable manifold theorem it is known that there is an invariant k-dimensional manifold W u which is
tangent to

Eu = span{v1, . . . , vk}

at x = 0. For a given 1 ≤ ` < k let γu be chosen so that Reλ` < γu < Reλ`+1. From the statement of the
unstable manifold theorem there is an invariant manifold of dimension k − `, say W uu

` , which is tangent at
x = 0 to

Euu
` := span{v`+1, . . . , vk}.

Note that W uu
` ⊂W u. In this way one can foliate W u with

W uu
k−1 ⊂W uu

k−2 ⊂ · · · ⊂W uu
1 ⊂W u.
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Now consider the system
ẋ = f(x, λ), λ̇ = 0,

where f(0, 0) = 0 and λ ∈ Rk. Suppose that γs and γu are chosen so that

σc(Df(0, 0)) = {λ ∈ σ(Df(0, 0)) : Reλ = 0},

and further suppose that dim(Ec) = `. As an application of the center manifold theorem there then exists an
invariant (k+`)-dimensional invariant manifold, so that the governing equations are of dimension k+`. This
reduced set of equations will determine all of the interesting bifurcations, as it is known that any solutions
on W s (W u) will have exponential behavior as t→ +∞ (t→ −∞).
Remark 2.10. Unless specifically told otherwise, it will henceforth be assumed that γs,u are chosen so that

σc(Df(0)) = {λ ∈ σ(Df(0)) : Reλ = 0}.

2.3. Examples

The manifold theorems are also important in that they implicitly tell us how to compute the flow on W c.
Consider the system

ẏ = Ay + g1(y, z), ż = Bz + g2(y, z),

where y ∈ Es⊕Eu, z ∈ Ec, and |gj(y, z)| = O(|y2|+ |z2|). As a consequence of the center manifold theorem
it is known that W c is given by the graph y = hc(z), where R(Dhc(0)) = Ec. Since hc(z) is smooth, it can
be computed via a Taylor expansion. The flow on W c is then given by

ż = Bz + g2(hc(z), z),

as long as the trajectory stays in N .
Before considering the first example, we need the following proposition.

Proposition 2.11. Suppose that g : N ⊂ Rn 7→ Rn is C2 in a neighborhood of x = 0, and suppose that
g(0, x2, . . . , xn) = 0 for all (0, x2, . . . , xn) ⊂ N . There exists a neighborhood M ⊂ N and a g1 ∈ C1(M) such
that g(x) = x1g1(x).

Proof: By Taylor’s theorem one has that

g(x) = g(0, x2, . . . , xn) +
∫ 1

0

∂

∂t
g(tx1, x2, . . . , xn) dt.

Choose M so that the line between x and (0, x2, . . . , xn) lies in M . This yields that

∂

∂t
g(tx1, x2, . . . , xn) = x1Dg(tx1, x2, . . . , xn)e1,

which then implies that

g1(x) =
∫ 1

0

Dg(tx1, x2, . . . , xn)e1 dt ∈ C1(M).

Remark 2.12. In the next few sections we will go through a series of examples which will illuminate the
power of the theory. The interested student should consult [1] for a more complete discussion.

2.3.1. Pitchfork bifurcation

For the first example, consider the system

ẋ = −x+ x2 − y2

ẏ = εy + xy − y3

ε̇ = 0.
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The equation for ε is appended to the system so that one can readily apply the manifold theorems. At the
critical point (0, 0, 0) one has that

σs(Df(0)) = {−1}, Es = span{e1}; σc(Df(0)) = {0}, Ec = span{e2, e3}.

Thus, upon applying the Center Manifold Theorem one knows that the center manifold is locally given by

x = h(y, ε); h(0, 0) = hy(0, 0) = hε(0, 0) = 0, (2.1)

and the flow on W c is given by

ẏ = εy + yh(y, ε)− y3

ε̇ = 0.

The function h(y, ε) must now be determined. It is clear that (0, 0, ε) is a critical point for any ε ∈ R;
hence, h(0, ε) ≡ 0, so by Proposition 2.11 one can write h(y, ε) = yh1(y, ε). As a consequence of the
smoothness of the vector field the function h1 has a Taylor expansion, which by equation (2.1) is given by

h1(y, ε) = ay + bε+O(y2 + ε2).

Since W c is invariant one has that
ẋ =

∂h

∂y
ẏ +

∂h

∂ε
ε̇,

which yields that

−h(y, ε) + h(y, ε)2 − y2 = (2ay + bε+O(y2 + ε2))(εy + yh(y, ε)− y3.

Simplifying the above expression gives

−(a+ 1)y2 − bεy +O((|y|+ |ε|)3) = O((|y|+ |ε|)3),

which necessarily implies that
a = −1, b = 0.

In conclusion,
h(y, ε) = y(−y +O(y2 + ε2)).

As a consequence, the flow on W c is given by

ẏ = y(ε− 2y2 +O((|y|+ |ε|)3))
ε̇ = 0.

(2.2)

Set
m(y, ε) := ε− 2y2 +O((|y|+ |ε|)3).

Since m(0, 0) = 0 and mε(0, 0) = 1, by the Implicit Function Theorem there exists an ε = ε(y) and y0 > 0
such that mε(y, ε(y)) ≡ 0 for all |y| < y0. By inspection one has that ε(y) = 2y2 + O(|y|3). A depiction of
the flow on W c, as well as that for the full flow, will be given in class.

The above example yields what is known as a pitchfork bifurcation [28, Chapter 20.1e], which has a
normal form given by

ẋ = x(λ± x2). (2.3)

This normal form can be achieved from equation (2.2) by properly rescaling t and y, and dropping the
higher-order terms. The removal of the higher-order terms is justified via the Implicit Function Theorem.
Another typical bifurcation associated with one-dimensional center manifolds is the saddle-node bifurcation
[28, Chapter 20.1c], which has a normal form given by

ẋ = λ± x2. (2.4)

The last typical bifurcation associated with one-dimensional center manifolds is the transcritical bifurcation
[28, Chapter 20.1d], which has a normal form given by

ẋ = x(λ± x). (2.5)
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2.3.2. Hyperbolic conservation laws

A viscous conservation law is given by

ut + f(u)x = uxx, (2.6)

where f : Rn 7→ Rn is C∞. A thorough discussion of conservation laws and their importance in applications
can be found in [27, Part III]. The goal here is to find travelling waves, which are solutions u(z), z := x− st,
of equation (2.6) which satisfy the asymptotics

u(z) →

{
uL, z → −∞
uR, z → +∞.

(2.7)

In the travelling frame equation (2.6) is written as

ut − suz + f(u)z = uzz, (2.8)

and the travelling wave will now be a steady-state solution, i.e., a solution to

− suz + f(u)z = uzz. (2.9)

It will be realized as a heteroclinic orbit. The following hypothesis will be required.
Hypothesis 2.13. The function f satisfies:

(a) for all u ∈ Rn, Df(u) has distinct real eigenvalues

λ1(u) < λ2(u) < · · · < λn(u)

(the system is strictly hyperbolic)

(b) 〈∇λj(u), rj(u)〉 < 0 for all u ∈ Rn, where rj(u) is the eigenvector associated with the eigenvalue
λj(u) (the system is genuinely nonlinear).

Remark 2.14. If n = 1, the second condition is equivalent to specifying that f(u) is convex.
Lemma 2.15. For each uL ∈ Rn and each 1 ≤ k ≤ n there exists a curve of states uk

R(ρ) for 0 < ρ < ρ0

such that a travelling wave exists with speed s = sk(ρ). Furthermore,

(a) uk
R(ρ) and sk(ρ) are Cr for any r ∈ N, and

lim
ρ→0+

uk
R(ρ) = uL, lim

ρ→0+
sk(ρ) = λk(uL)

(b) λk(uk
R(ρ)) < sk(ρ) < λk(uL)

(c) λk−1(uL) < sk(ρ) < λk+1(uk
R(ρ)).

Remark 2.16. Conditions (b) and (c) are known as the Lax entropy inequalities.

Proof: Set ˙ := d/dz. Integrating equation (2.9) from −∞ to z and using the fact that u(z) → uL as
z → −∞ yields

u̇ = f(u)− f(uL)− s(u− uL).

Linearizing at the critical point uL yields A := Df(uL)− s1. Upon noting that

σ(A) = {λ− s : λ ∈ σ(Df(uL))},

it is seen that a bifurcation can occur only if s = λk(uL) for some k = 1, . . . , n. A branch of solutions will
be obtained for each k.



Math 571 Class Notes 8

Upon appending ṡ = 0 to equation (2.9) and linearizing at the point (uL, s0), where s0 := λk(uL), one
finds that

Ec = span{(rk(uL), 0)T, (0, 1)T}.
The equations on W c must now be computed. The graph of W c is given by

u = uL + ηrk(uL) +W (η, s), (2.10)

where W (η, s) is the complementary direction, i.e.,

W (η, s) =
∑
j 6=k

aj(η, s)rj(uL).

As a consequence of the center manifold theorem one has that

aj(0, s0) = Dsaj(0, s0) = 0, Dηaj(0, s0) = 0.

Let `j(u) be the eigenvectors of Df(u)T which satisfy

〈`i(u), rj(u)〉 = δij .

Upon taking a Taylor expansion for f(u) at u = uL and applying 〈`k(uL), ·〉 one sees that

〈`k(uL), ˙(u− uL)〉 = 〈`k(uL),Df(uL)(u− uL)〉 − 〈`k(uL), s(u− uL)〉

+ 〈`k(uL),
1
2
D2f(uL)(u− uL)2〉+ · · · .

As a consequence equation (2.10) and the fact that 〈`k(uL),W (η, s)〉 = 0, and since

(Df(uL)− s1)(u− uL) = η(s0 − s)rk(uL) +
∑
j 6=k

aj(η, s)(λj(uL)− s)rj(uL),

one sees that the flow on W c is given by

η̇ = (s0 − s)η + 〈`k(uL),
1
2
D2f(uL)rk(uL)2〉η2 +O(|s|i|η|j), (i+ j ≥ 3)

ṡ = 0.

The claim is that
`Tk (uL)D2f(uL)rk(uL) = ∇λk(uL).

To prove this, first note that
`k(u)TDf(u)rk(u) = λk(u), u ∈ Rn.

Upon differentiating with respect to u, evaluating at u = uL, and noting that

D`Tk (uL)Df(uL)rk(uL) + `Tk (uL)Df(uL)Drk(uL) = λk(uL)(D`Tk (uL)rk(uL) + `Tk (uL)Drk(uL))
= λk(uL)Du〈`k(u), rk(u)〉|u=uL

= 0,

yields the desired result. The flow on W c can now be written as

η̇ = (s0 − s)η +
1
2
〈∇λk(uL), rk(uL)〉η2 +O(|s|i|η|j), (i+ j ≥ 3)

ṡ = 0.

Since the system is genuinely nonlinear, it is not necessary to calculate the terms ofO(|s|i|η|j) for i+j ≥ 3.
Thus, the bifurcation is of transcritical type. As an application of the Implicit Function Theorem the critical
points on W c are given by η = 0 (u = uL) and

s = s0 +
1
2
〈∇λk(uL), rk(uL)〉η +O(η2).
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Let ρ0 > 0 be sufficiently small, and assume that |s − s0| < ρ0. Upon parameterizing the above curve, one
has that for each |ρ| < ρ0 there exists an ηR = ηR(ρ) and s = s(ρ) such that on W c, η = 0 is connected to
ηR at s = s(ρ).

Now, in order that the solution approach η = 0 as z → −∞, one must necessarily have that s < s0. By
construction, one has that

uR = uL + ηRrk(uL) +W (ηR, s).

Upon performing a Taylor expansion for λk(u) at u = uL and using the above expansion for uR one sees that

λk(uR) = λk(uL) + 〈∇λk(uL), rk(uL)〉ηR +O(η2
R).

As a consequence, one has that

s− λk(uR) = −1
2
〈∇λk(uL), rk(uL)〉ηR +O(η2

R),

which, since the system is genuinely nonlinear, implies that s > λk(uR).
The proof that the second Lax entropy condition follows from the strict hyperbolicity of the system will

be left to the interested student.

2.3.3. Bistable reaction-diffusion equation

Before we go to the example, we first need a preliminary result. For the system

ẋ = f(x), x(0) = x0,

recall that the flow is denoted by φt(x0). Let y(s) be a C1 curve such that y(0) = x0, and let v := dy/ds(0).
By the chain rule

d
ds
φt(y(s))|s=0 = Dxφt(x0)v,

so that Dxφt(x0) takes tangent vectors to curves of initial conditions to tangent vectors of the image. Now,
upon using the smoothness of the flow one has that

d
dt

Dxφt(x0)v = Dx
d
dt
φt(x0)v = Dxf(φt(x0))v = Df(φt(x0))Dxφt(x0)v;

hence, Dxφt(x0)v solves the equations of variation

ξ̇ = Df(φt(x0))ξ.

The utility of this result is that one now has a way of following the flow of vectors tangent to the stable and
unstable manifolds.

Now, the techniques and ideas covered in this example are not presented in [28]. The interested student
should consult [12–17, 20] and the references therein for a small subset of other examples. Consider

ut = uxx + f(u), (2.11)

where
f(u) = u(u− a)(1− u), 0 < a <

1
2
.

It can be shown that u ≡ 0 and u ≡ 1 are attractors for equation (2.11), whereas u ≡ a is unstable. In
the context of mathematical biology, in which equation (2.11) is known as Nagumo’s equation, the solution
u ≡ 0 represents the rest state of a neuron, the solution u ≡ 1 represents the active state of a neuron, and
u(x, t) is the voltage across the membrane. The goal will be to find travelling waves u(z), z := x− ct, which
are transitions between the two attractors. The wave can be thought of as approximating the “front” of the
nerve impulse. The interested student should consult [3–6, 11] and the references therein, or the web site
of James Murray, for more details on the biological application.

http://www.amath.washington.edu/people/faculty/murray/
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In travelling coordinates the wave must satisfy

ü+ cu̇+ f(u) = 0, ˙ :=
d
dz
, (2.12)

which as a system can be written as

u̇ = v

v̇ = −cv − f(u).
(2.13)

Note that if a wave exists, then the wave speed must satisfy

c

∫ +∞

−∞
u̇(z)2 dz = −

∫ 1

0

f(u) du,

which, since 0 < a < 1/2, implies that c < 0.

Lemma 2.17. There exists a unique c∗ < 0 for which equation (2.13) has a solution which satisfies

u(z) →

{
0, z → −∞
1, z → +∞.

Furthermore, the solution is unique up to spatial translation.

Proof: The critical points of equation (2.13) are (0, 0), (a, 0), and (1, 0). The desired travelling wave satisfies

(u(z), v(z)) →

{
(0, 0), z → −∞
(1, 0), z → +∞.

Linearizing at (0, 0) gives the eigenvalues

λ±0 :=
1
2
(−c±

√
c2 − 4f ′(0)),

and linearizing at (1, 0) gives the eigenvalues

λ±1 :=
1
2
(−c±

√
c2 − 4f ′(1)).

Since f ′(0), f ′(1) < 0 one has that both λ−0,1 < 0 < λ+
0,1. Thus, for a fixed value of c there exists a

one-dimensional W u
0,1 and W s

0,1 at (0, 0) and (1, 0), and these manifolds are tangent to Es
0,1 and Eu

0,1, where

Es
0,1 = span{(1, λ−0,1)

T}, Eu
0,1 = span{(1, λ+

0,1)
T}.

Note that the desired travelling wave must satisfy W u
0 (c∗) ∩W s

1(c∗) 6= ∅ for some c∗ < 0.
Set

L := {(u, v) : u = a, v ≥ 0}, K := {(u, v) : 0 ≤ u ≤ a, v ≥ 0}.

One has that (1, λ+
0 )T points into K; thus, as a consequence of the unstable manifold theorem, W u

0 (c) enters
K. An examination of the vector field on ∂K yields that W u

0 (c) can leave K only by crossing L or by having
v → +∞. Since u̇ = v, the second scenario is precluded. Furthermore, since u̇ = v on L, one can have
that W u

0 (c) intersects L only once. Finally, W u
0 (c) ∩ L 6= ∅, for otherwise an application of the Poincare-

Bendixson theorem yields a closed orbit in K, which is impossible because int(K) contains no critical points.
Similarly, W s

1(c) intersects L, and does so only one time.
As a consequence of the fact that λ−0 and λ+

1 are smooth in c, it can be shown that W u
0 (c) and W s

1(c)
are smooth. Set

gu(c) := W u
0 (c) ∩ L, gs(c) := W s

1(c) ∩ L.
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These functions are well-defined and smooth; furthermore, a travelling wave exists whenever gu(c) = gs(c).
First suppose that c = 0. The system then has a first integral given by

E(u, v) :=
1
2
v2 +

∫ u

0

f(s) ds.

Since a < 1/2, one sees that gu(0) < gs(0). Now fix α ∈ R+, and set

Kα := {(u, v) : 0 ≤ u ≤ 1, v ≥ αu}.

There exists an M ∈ R+ such that |f(u)/u| < M for u ∈ [0, 1]; thus, on the line v = αu one has that

v̇

u̇
= −c− f(u)

αu
> −c− M

α
.

Choose c̃1 < 0 so that if c < c̃1, then v̇/u̇ > α. For these values of c one then has that the vector field
points into Kα on the line v = αu. Now choose c̃2 so that λ+

0 (c) > α for c < c̃2. If c < min{c̃1, c̃2}, then
W u

0 (c) ⊂ Kα, and hence intersects L inside of Kα. Now, W s
1(c) cannot enter Kα, for otherwise the trajectory

on W s
1(c) could not go to (1, 0) as z → +∞. Thus, gs(c) < gu(c) for c < min{c̃1, c̃2}. By the Intermediate

Value Theorem there then exists a c∗ < 0 such that gs(c∗) = gu(c∗).
It must now be shown that c∗ is unique. First, it is an exercise to show that gu(c) > gs(c) for c ∈ R+.

The uniqueness for c ∈ R− will follow if it can be shown that gu(c) and gs(c) are monotone. Append ċ = 0
to equation (2.13), let ξ := (δu, δv, δc)T, and recall that the equations of variation,

˙δu = δv

δ̇v = −f ′(u) δu− c δv − v δc

δ̇c = 0,

carry tangent vectors to tangent vectors. One solution to the variational equations is ξ1 := (u̇, v̇, 0)T, where
(u(z), v(z), c)T is any solution to the ODE. Let ξ2 be any other solution to the variational equations such
that {ξ1, ξ2} is a linearly independent set. We will later set ξ2 to be tangent to either

W cu
0 :=

⋃
c∈R−

W u
0 (c) or W cs

0 :=
⋃

c∈R−
W s

1(c).

The vector ξ1 × ξ2 is perpendicular to span{ξ1, ξ2}; hence, we will compute an ODE for this vector. In
particular, we will compute the ODE for w := (ξ1 × ξ2) · e3. Since δ̇c = 0, without loss of generality one can
set ξ2 = (y1, y2, 1)T. This then implies that w = u̇y2− v̇y1, which upon using the variational equations gives

ẇ = üy2 − v̈y1 + u̇ẏ2 − v̇ẏ1

= −cw − v2

(recall that u̇ = v).
Suppose that

ξ2(0) = (0,
dgu

dc
, 1)T,

i.e., ξ2(0) is tangent to gu(c), and hence W cu
0 . Since ξ1 and ξ2 are tangent to W cu

0 , there exists a C ∈ R\{0}
such that

lim
z→−∞

(ξ1 × ξ2)e−λ+
0 z = C(λ+

0 ,−1, 0)T;

in particular,
lim

z→−∞
we−λ+

0 z = 0.

Since v(z)e−λ+
0 z = O(1) as z → −∞, this yields that

w(z) = −e−cz

∫ z

−∞
ecsv2(s) ds.
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Since
w(0) = v(0)

dgu

dc
,

one finally sees that
dgu

dc
= − 1

v(0)

∫ 0

−∞
ecsv2(s) ds < 0.

In a similar manner one finds that

dgs

dc
=

1
v(0)

∫ +∞

0

ecsv2(s) ds > 0.

Thus, both curves are monotone, so that c∗ < 0 is unique.

Remark 2.18. Note that when c = c∗, gu = gs with

d
dc

(gu − gs) = − 1
v(0)

∫ +∞

−∞
ecsv2(s) ds.

When discussing Melnikov theory, it will be important to understand and evaluate quantities such as that
given above.
Corollary 2.19. Consider

ü+ cu̇+ f(u) + εg(u, u̇, ε) = 0,

where g : R × R × R 7→ R+ is smooth. There exists an ε0 > 0 such that if 0 ≤ ε < ε0, then there exists a
unique travelling wave with speed c(ε), where c(ε) is smooth with c(0) = c∗.

Proof: Construct the curves gu(c, ε) and gs(c, ε) as in the proof of Lemma 2.17. It has already been seen
that

gu(c∗, 0)− gs(c∗, 0) = 0,
d
dc

(gu(c∗, 0)− gs(c∗, 0)) < 0.

By the Implicit Function Theorem there exists an ε0 > 0 such that for 0 <≤ ε < ε0 there is a smooth c(ε)
with c(0) = c∗ such that

gu(c(ε), ε)− gs(c(ε), ε) = 0.

3. Melnikov’s Method

In this section we will consider another technique to show the persistence of heteroclinic and homoclinic
orbits. As in the example of Section 2.3.3, the result will depend heavily upon the Implicit Function Theorem.
The material presented in this section is also covered in [28, Chapter 28].

3.1. Preliminary result

Consider the system
ẏ = A(t)y + g(t), (3.1)

where

(a) A(t) ∈ R2×2, g(t) ∈ R2 are continuous, and g(t) is uniformly bounded

(b) lim
|t|→∞

A(t) = A0, with the approach being exponentially fast

(c) traceA(t) ≡ 0 (not an essential assumption)

(d) A0 = P diag(λ,−λ)P−1 where λ ∈ R+.
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Now assume that there exists a solution yh(t) to the homogeneous system

ẏ = A(t)y (3.2)

such that |yh(t)|eλt ≤ C, i.e., yh(t) decays exponentially fast as |t| → ∞. Define

d(v1, . . . , vn) := det(v1, . . . , vn), v1, . . . , vn ∈ Rn,

and let y2(t) be the solution to equation (3.2) which satisfies d(yh(0), y2(0)) = 1. As a consequence of Abel’s
theorem one has that d(yh(t), y2(t)) ≡ 1, which implies that |y2(t)|e−λt ≥ C, i.e., y2(t) grows exponentially
fast as |t| → ∞.

We shall now construct a special set of solutions, y±(t), to equation (3.1). In particular, we wish to have
y+(t) (y−(t)) be bounded for t ≥ 0 (t ≤ 0). Upon applying variation of parameters to equation (3.1) one can
check that the desired solutions are given by

y±(t) = c±yh(t) + yh(t)
∫ t

0

d(g(s), y2(s)) ds+ y2(t)
∫ t

±∞
d(yh(s), g(s)) ds, (3.3)

where c± ∈ R. It can be checked that the assumption on yh(t) guarantees that these solutions are appropri-
ately bounded; furthermore, if |g(t)| → 0 sufficiently fast as |t| → ∞, then |y±(t)| → 0 as t→ ±∞.

As an observation, note that

(y− − y+)(t0) = (c− − c+)yh(t0) + y2(t0)
∫ +∞

−∞
d(yh(s), g(s)) ds.

Now consider the adjoint equation to equation (3.2),

ż = −AT(t)z. (3.4)

Let zh(t) and z2(t) be two solutions which satisfy

〈z2(0), yh(0)〉 = 1, 〈z2(0), y2(0)〉 = 0
〈zh(0), yh(0)〉 = 0, 〈zh(0), y2(0)〉 = 1.

Since 〈z(t), y(t)〉 = C for any solutions y(t) to equation (3.2) and z(t) to equation (3.4), one has that

|z2(t)|e−λ|t| ≥ C, |zh(t)|eλ|t| ≤ C.

Furthermore, one can rewrite the result of equation (3.3) to say that

〈zh(t0), (y− − y+)(t0)〉 =
∫ +∞

−∞
d(yh(s), g(s)) ds. (3.5)

3.2. Homoclinic bifurcations

Consider the system
ẋ = f(x) + εg(x, ε),

where f : R2 7→ R2 and g : R2 × R 7→ R2 are smooth. Suppose that

(a) f(0) = 0 and x = 0 is a saddle point

(b) ∇ · f(x) ≡ 0

(c) when ε = 0 there exists an orbit q0(t) homoclinic to x = 0.

The goal of this subsection is to consider the persistence of q0(t) under the perturbation. Before doing so,
we need the following preliminary result.
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Lemma 3.1. There is an ε0 > 0 such that for all |ε| < ε0 there exists an xε with x0 = 0 such that

f(xε) + εg(xε, ε) = 0.

Furthermore, for each |ε| < ε0 there exists one-dimensional manifolds W u(xε) andW s(ε), and these manifolds
are smooth in ε.

Proof: The persistence of the critical point follows from setting

h(x, ε) := f(x) + εg(x, ε),

noting that h(0, 0) = 0 and Dxh(0, 0) = Df(0) is invertible, and invoking the Implicit Function Theorem.
The existence and smoothness of the manifolds follows from the manifold theorems.

In order for the homoclinic orbit to persist, one needs that W u(xε) ∩ W s(ε) 6= ∅. We now proceed
to make the calculation that will ensure this intersection. Let xu

ε (t) (xs
ε(t)) represent the trajectory on

W u(xε), (W s(ε)), and recall that by assumption, xu
0(t) = xs

0(t) = q0(t). As a consequence of smoothness one
can write

xu
ε (t) = q0(t) + εxu

1(t) +O(ε2), t ≤ 0

xs
ε(t) = q0(t) + εxs

1(t) +O(ε2), t ≥ 0,

where the functions xu,s
1 are uniformly bounded on their domains. Upon noting that

(xs
ε − xu

ε )(0) = ε(xs
1 − xu

1)(0) +O(ε2), (3.6)

one sees that a necessary condition for persistence is that (xs
1 − xu

1)(0) = 0.
Since the manifolds are invariant, one has that

ẋs,u
ε = f(xs,u

ε ) + εg(xs,u
ε , ε);

thus, upon differentiating with respect to ε and evaluating at ε = 0 one sees that

ẋu
1 = Df(q0) + g(q0, 0), t ≤ 0
ẋs

1 = Df(q0) + g(q0, 0), t ≥ 0.

These equations must be solved so that xs,u
1 are uniformly bounded on their respective domains. Since one

solution to the homogeneous equation ẏ = Df(q0)y is yh = q̇0 (= f(q0)). As a consequence of the discussion
in Section 3.1 one has that

(xs
1 − xu

1)(0) = cq̇0(0) +My2(0), (3.7)

where the Melnikov function M is given by

M :=
∫ +∞

−∞
d(f(q0(s)), g(q0(s), 0) ds. (3.8)

Now, as in Section 3.1 let zh(t) be the solution to the adjoint equation ż = −Df(q0)Tz which satisfies

〈zh(0), q̇0(0))〉 = 0;

in particular, note that zh(0) is orthogonal to the vector field. As a consequence, if

M = 〈zh(0), (xs
1 − xu

1)(0)〉 (3.9)

is such that M = 0, then up to O(ε2) one has that W u(xε) ∩W s(xε) 6= ∅.
Theorem 3.2. Let M : R 7→ R be defined as in equation (3.8), and suppose that M(µ0) = 0 with
M ′(µ0) 6= 0. There then exists an ε0 > 0 such that for all |ε| < ε0 there exists a unique µ(ε) with µ(0) = µ0

such that W u(xε) ∩W s(xε) 6= ∅ for µ = µ(ε).
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Proof: As a consequence of equation (3.6) and equation (3.9) we have that

〈zh(0), (xs
ε − xu

ε )(0)〉 = ε(M(µ) +O(ε)).

The result now follows upon applying the Implicit Function Theorem to g(µ, ε) := M(µ) +O(ε).

Remark 3.3. One has that

(a) if ∇ · f(x) 6= 0, then the Melnikov function is given by

M =
∫ +∞

−∞
e−

R s
0 ∇·f(q0(r)) drd(f(q0(s)), g(q0(s), 0) ds

(b) the theory is also applicable when studying the persistence of heteroclinic orbits

(c) there is an analogous theory for the system

ẋ = f(x) + εg(x, t, ε),

where g(x, t+ T, ε) = g(x, t, ε) for some T > 0 (see [28, Chapter 28] and [9, Chapter 4]).

The last remark is especially pertinent, and the implications of periodicity in the forcing function will be
explored more fully at a later date.

3.3. Example: Takens-Bogdanov bifurcation

Consider ẋ = f(x, µ), and assume that f(0, µ) ≡ 0. Furthermore, assume that for A := Dxf(0, 0) one
has that σc(A) = {0}, and that this eigenvalue has geometric multiplicity one and algebraic multiplicity two.
As discussed in [28, Chapter 20.6,Chapter 33.1], the normal form associated with flow on W c is given by

ẋ = y

ẏ = µ1 + µ2y + x2 + bxy, b ∈ {−1,+1}.
(3.10)

For ε > 0 introduce the scalings

x := ε2u, y := ε3v, µ1 := −ε4, µ2 := ε2ν2, t := εs,

so that equation (3.10) becomes

u̇ = v

v̇ = −1 + u2 + ε(ν2v + buv).
(3.11)

When ε = 0 equation (3.11) is a completely integrable Hamiltonian system with Hamiltonian

H(u, v) :=
1
2
v2 + u− 1

3
u3.

The system has two critical points: the point (1, 0) is a saddle point which has the homoclinic orbit
(u0(t), v0(t)), where

u0(t) = 1− 3 sech2(t/
√

2),

and the point (−1, 0) is a nonlinear center.
The result of Theorem 3.2 can now be used to determine the persistence of the homoclinic orbit. The

Melnikov function is given by

M(ν2) = ν2

∫ +∞

−∞
v2
0(t) dt+ b

∫ +∞

−∞
u0(t)v2

0(t) dt

= 7ν2 − 5b.
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Hence, the orbit will persist for ν2 = ν∗2 , where

ν∗2 :=
5
7
b+O(ε).

Note that for ν2 < ν∗2 , M < 0, while for ν2 > ν∗2 , M > 0. This yields the relative orientation of the stable
and unstable manifolds. Further note that with respect to the original variables, the orbit persists for

µ1 = −49
25
µ2

2 +O(µ5/2
2 ),

and that x(t) = O(µ2).

4. Hopf Bifurcation

In Section 3.3 we considered one type of planar bifurcation; in particular, the existence and persistence
of homoclinic orbits. Herein we will now consider the creation of periodic orbits via what is known as a
Hopf bifurcation. The technique behind the proof will require knowledge of a particular type of bifurcation
associated with maps, as we will construct the bifurcating periodic solution via a Poincaré map.

4.1. Period doubling in maps

Consider the discrete dynamical system

xn+1 = f(xn, ε), (4.1)

where f : Rn × R 7→ Rn is a smooth diffeomorphism. Using the notation fk := f ◦ f · · · ◦ f (k times), we
say that

γ±(x0) := {x0, f
±1(x0, ε), . . . , f±k(x0, ε), . . . }

are the positive and negative orbits of x0, and γ(x0) := γ−(x0) ∪ γ+(x0) is the orbit of x0. We say that
y ∈ ω(x0) if there is a sequence {ni} with limni = +∞ such that y = lim fni(x0, ε), and the set ω(x0) is the
union of all such points. The set α(x0) is defined by letting limni = −∞.

Finally, a set M ⊂ Rn is invariant if f(M, ε) = M , i.e., if for each x ∈ M one has that f(x, ε) ∈ M ,
and if for each y ∈ M there exists an x ∈ M such that f(x, ε) = y. One important example of an invariant
set is a period-N orbit {x0, f(x0, ε), . . . , fN (x0, ε)}, in which x0 = fN+1(x0, ε), but x0 6= f j(x0, ε) for any
1 ≤ j ≤ N . In order to see how such an orbit can arise, consider the linear map

xn+1 = Axn, A :=
(

a b
−b a

)
,

where a2 + b2 = 1. If x = (x1, x2)T, then upon writing x1 := r cos θ, x2 := r sin θ one sees that

rn+1 = rn, θn+1 = θn − ω,

where ω ∈ [0, 2π) is defined so that a + ib = eiω. Thus, the circle r = r0 is invariant, and the mapping on
this circle is θn = θ0−nω. If 2π/ω ∈ Q, then for some N ∈ N one has that Nω = 0 (mod 2π), which implies
the existence of an N -periodic orbit. If 2π/ω ∈ R\Q, then the orbit on the circle is dense, i.e., given a point
θ∗ there is a sequence {nj} with limnj = +∞ such that lim(θ0 − njω) = θ∗ (mod 2π).

Now consider equation (4.1) in the scalar case, and assume that f(0, ε) ≡ 0 with fx(0, 0) = −1. A Taylor
expansion then yields

f(x, ε) = −x+
1
2
ax2 + bεx+

1
6
cx3 + · · · .

If one tries to find nonzero fixed points of O(ε), then one is left to solving

x = −x+
1
2
ax2 + bεx+

1
6
cx3 + · · · ,
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which clearly has no solutions of O(|ε|1/2). If one now tries to find fixed points of

f2(x, ε) = x− 2bεx− 1
2
(
1
3
c+ a2)x3 + · · · ,

then one is left to solving

x = x− 2bεx− 1
2
(
1
3
c+ a2)x3 + · · · .

If b 6= 0, then as an application of the Implicit Function Theorem one has that nontrivial solutions lie on the
curve

ε = −Sx2 +O(x3), S :=
c/3 + a2

4b
,

where S is known as the Schwarzian derivative. Thus, fixed points for f2(x, ε) arise via a pitchfork bifurcation.
If S > 0 the bifurcation is subcritical, whereas if S > 0 the bifurcation is supercritical.

Let the upper curve be denoted by x = xu(ε), and let the lower curve be denoted by x = x`(ε). One has
that

xu(ε) = f2(xu(ε), ε), x`(ε) = f2(x`(ε), ε),

which in turn implies that

f(xu(ε), ε) = f3(xu(ε), ε), f(x`(ε), ε) = f3(x`(ε), ε).

Since f3 = f2 ◦ f , this yields that f(xu(ε), ε) and f(x`(ε), ε) are also fixed points for f2(x, ε). Since f(x, ε)
has no fixed points other than x = 0, by uniqueness one must have that

x`(ε) = f(xu(ε), ε), xu(ε) = f(x`(ε), ε).

Thus, under the conditions fx(0, 0) = −1 and b = fεx(0, 0) 6= 0 we have shown that a period-2 orbit given
by {xu(ε), f(xu(ε), ε)} arises via a pitchfork bifurcation.
Remark 4.1. An alternative interpretation of the above result is that fixed points for f2 arise via a pitchfork
bifurcation. These points arise if

f2(0, ε) ≡ 0,
∂2

∂x∂ε
f2(0, 0) = 1.

4.2. The Hopf bifurcation theorem

Consider ẋ = f(x, µ), where f : Rn × R 7→ R is smooth. Let (x0, 0) be a critical point such that
0 /∈ σ(Dxf(x0, 0)). As a consequence of the Implicit Function Theorem, for |µ| < µ∗ there exists a unique
curve of critical points (x(µ), µ) with x(0) = x0. Suppose that Dxf(x(µ), µ) has the simple eigenvalues
α(µ)± iβ(µ) which satisfy

α(0) = 0, α′(0) 6= 0, β(0) > 0. (4.2)

Further suppose that σc(Dxf(x0, 0)) = {±iβ(0)}. As discussed in [28, Chapter 20.2], the normal form for
the equations on W c can then be written as

ẋ = α(µ)x− β(µ)y + (a(µ)x− b(µ)y)(x2 + y2) +O(|x|5, |y|5)
ẏ = β(µ)x+ α(µ)y + (b(µ)x+ a(µ)y)(x2 + y2) +O(|x|5, |y|5).

(4.3)

In polar coordinates equation (4.3) can be written as

ṙ = α(µ)r + a(µ)r3 +O(r5)

θ̇ = β(µ) + b(µ)r2 +O(r4).
(4.4)

Note that a T -periodic solution to equation (4.3) is equivalent to having a solution (r(t), θ(t)) to equation (4.4)
which satisfies

r(0) = r(T ), θ(0) = 0, θ(T ) = 2π.
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Upon taking a Taylor expansion and neglecting the higher-order terms, one finally gets the equations to be
studied:

ṙ = α′(0)µr + a(0)r3

θ̇ = β(0) + β′(0)µ+ b(0)r2.
(4.5)

Theorem 4.2 (Hopf Bifurcation Theorem). Consider the system equation (4.3) under the constraint given
in equation (4.2). If a(0) 6= 0 and if |µ| is sufficiently small, then there exists a unique periodic solution of
O(|µ|1/2).

Proof: For the initial condition r(0) = ξ, θ0 = 0, denote the solution to equation (4.5) by r(t, ξ, µ) and
θ(t, ξ, µ). Since

r(t, 0, µ) ≡ 0, θ(2π/β(µ), 0, µ) ≡ 2π,

upon applying the Implicit Function Theorem one obtains a neighborhood U0 × V0 of (r, µ) = (0, 0), and
a smooth function T : U0 × V0 7→ R with T (0, 0) = 2π/β(0), such that θ(T (ξ, µ), ξ, µ) ≡ 2π. Define the
Poincaré map Π : U0 × V0 7→ R by

Π(ξ, µ) := r(T (ξ, µ), ξ, µ),

and recall that fixed points of Π yield periodic orbits for equation (4.3).
The goal is to show that Π has the same properties as the map f2 described in Section 4.1; in particular,

that it undergoes a pitchfork bifurcation at the point (r, µ) = (0, 0). First note that P (0, µ) ≡ 0, and that

∂Π
∂ξ

(0, 0) =
dT
dξ

(0, 0)ṙ +
dr
dξ

(0, 0).

Since r = 0 is invariant, one has that ṙ = 0. Furthermore, when r = 0 one gets that

d
dt

dr
dξ

= α′(0)µ
dr
dξ
,

dr
dξ

(0) = 1,

which for µ = 0 has the solution ∂r/∂ξ(t) = 1. Hence,

∂Π
∂ξ

(0, 0) = 1.

A tedious calculation reveals that when (r, µ) = (0, 0),

∂

∂µ

∂Π
∂ξ

=
∂

∂µ

∂r

∂ξ
.

When r = 0 one has that
d
dt

(
∂

∂µ

∂r

∂ξ

)
= α′(0)

∂r

∂ξ
,

which implies that
∂

∂µ

∂Π
∂ξ

= 2π
α′(0)
β(0)

6= 0.

The Poincaré map then undergoes the desired pitchfork bifurcation, which implies the existence of a fixed
point of O(µ1/2).

The uniqueness of the fixed point follows from the fact that a(0) 6= 0 (see [28, Chapter 20.2]). The
interested student should consult [28, equation (20.2.14)] for an explicit expression for a(0).

Remark 4.3. To leading order the Poincaré map is given by

Π(ξ, µ) =
(

1 + µ2π
α′(0)
β(0)

)
ξ + a(0)ξ3.

If a(0)α′(0) < 0, then the bifurcation is supercritical, whereas if a(0)α′(0) > 0, then the bifurcation is
subcritical.
Remark 4.4. An alternate proof of Theorem 4.2 is given in [28, Theorem 20.2.3].
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4.3. Example: Takens-Bogdanov bifurcation

Recall the system given in equation (3.10). Assuming that µ1 < 0, when consider the critical point
(−
√
−µ1, 0) the eigenvalues of the linearization are given by

λ± =
1
2

(
µ2 −

√
−µ1 ±

√
(µ2 −

√
−µ1)2 − 8

√
−µ1

)
.

If one writes µ2 =
√
−µ1 + µε

2ε for 0 ≤ ε� 1, i.e.,

µ1 = −µ2
2 + 2µ2µ

ε
2ε+O(ε2),

then one can rewrite the above as
λ± =

1
2

(
µε

2ε± i
√

2 +O(ε2)
)
.

Thus, upon applying Theorem 4.2 one has that a Hopf bifurcation occurs at ε = 0. It can be computed that
a(0) = b/16 (see [28, Chapter 20.6]). Since we are requiring that ε > 0, for the bifurcation to occur we must
have that bµε

2 < 0; hence, it is supercritical. If one assumes that b = −1, then the bifurcating solution is
stable, whereas if b = +1 the bifurcating solution is unstable.

5. Maps

While the study of general maps is interesting in its own right, we will primarily focus upon the properties
associated with Poincaré maps. The eventual goal of this section is to rigorously study the dynamics with
periodically forced Hamiltonian systems. One concrete example of such a system is the periodically forced
and damped pendulum, which was discussed in some detail in Math 512.

5.1. Linear maps

First consider the scalar linear map

xn+1 = axn, a ∈ C

which has the solution
xn = anx0.

Upon writing a := |a|eiω for some ω ∈ [0, 2π) one sees that

xn = |a|neinωx0.

Thus, it is seen that if |a| < 1 the solution has the behavior that xn → 0 as n → +∞, while if |a| > 1 the
solution has the behavior xn → 0 as n → −∞. If |a| = 1, then as was seen in Section 4.1 the solution will
either be periodic or its trajectory will densely fill the circle with radius |x0|.

Now consider
xn+1 = Axn, A ∈ Rn×n, (5.1)

which has the solution xn = Anx0. Analogously as in Section 2.1, but with less generality, set

σs(A) := {λ ∈ σ(A) : |λ| < 1}
σc(A) := {λ ∈ σ(A) : |λ| = 1}
σu(A) := {λ ∈ σ(A) : |λ| > 1}.

Associated with each spectral set there is a subspace Es,c,u which satisfies the property that

AEs,c,u ⊂ Es,c,u.

Let 0 < ε� 1. One can easily show that for equation (5.1) that there is a C,M(ε) ≥ 1 and α ∈ (0, 1) such
that if
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(a) x0 ∈ Es, then
|xn|α−n ≤ C|x0|, n ∈ N0

(b) x0 ∈ Eu, then
|xn|αn ≤ C|x0|, −n ∈ N0

(c) x0 ∈ Ec, then
M(ε)−1(1− ε)n|x0| ≤ |xn| ≤M(ε)(1 + ε)n|x0|, n ∈ Z.

5.2. Invariant manifolds

Let us now consider the mapping
xn+1 = f(xn), (5.2)

where f ∈ Cr(Rn; Rn) (r ≥ 2) is a smooth diffeomorphism. Note that the solution is given by xn = fn(x0).
It will be assumed that f(0) = 0, so that x = 0 is a fixed point of the map.
Definition 5.1. One says that fn(x) → 0 exponentially fast if there exists an α ∈ (0, 1) and a C ∈ R+ such
that |fn(x)|α−n ≤ C for n ∈ N0.
Definition 5.2. Let N be a given small neighborhood of x = 0, and let ε > 0 be sufficiently small. The
stable manifold, W s, is

W s := {x ∈ N : fn(x) ∈ N ∀n ∈ N0 and fn(x) → 0 exponentially fast as n→ +∞}.

The unstable manifold, W u, is

W u := {x ∈ N : f−n(x) ∈ N ∀n ∈ N0 and f−n(x) → 0 exponentially fast as t→ −∞}.

The center manifold, W c, is invariant relative to N , i.e., if x ∈ W c, then f±n(x) ∈ N for n ∈ N0. Further-
more, W c ∩W s = W c ∩W u = {0}, and

dimW c + dimW s + dimW u = n.

Theorem 5.3 (Stable manifold theorem). There is a neighborhood N of x = 0 and a Cr−1 function
hs : N ∩ Es 7→ Ec ⊕ Eu such that W s = graph(hs).
Theorem 5.4 (Unstable manifold theorem). There is a neighborhood N of x = 0 and a Cr−1 function
hu : N ∩ Eu 7→ Es ⊕ Ec such that Wu = graph(hu).
Theorem 5.5 (Center manifold theorem). There is a neighborhood N of x = 0 and a Cr−1 function
hc : N ∩ Ec 7→ Eu ⊕ Es such that graph(hu) is a W c.

Remark 5.6. One has that:

(a) dim(W s,c,u) = dim(Es,c,u)

(b) The manifolds are invariant, i.e., if x ∈ W s,c,u, then fn(x) ∈ W s,c,u for all n ∈ Z. Thus, if, e.g.,
dim(Es) = ks, there is then a ks-dimensional map which governs the behavior of the flow on W s.

(c) W s,c,u is tangent to Es,c,u at x = 0.

(d) The dynamical behavior on W s and W u is determined solely by the linear behavior.

(e) W c is not unique.

(f) The proofs of these theorems is discussed in [28, Chapter 3.3.5].

5.3. Examples

In order to fully illustrate the utility of the manifold theorems, consider the following examples.
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5.3.1. Stable flow on W c

Letting x := (y, z)T, consider

f(y, z) :=
(

λy − z2

(1 + y)z

)
, λ ∈ (0, 1).

For the fixed point (0, 0)T one has that

σs = {λ}, Es = span{(1, 0)T}; σc = {1}, Ec = span{(0, 1)T}.

There is a one-dimensional W s and a one-dimensional W c. What are the dynamics on W c? The manifold
W c is given by the graph y = h(z), where

h(z) = az2 +O(z3).

Since W c is invariant, upon using the equations one sees that

h((1 + h(z))z) = λh(z)− z2,

which eventually implies that

h(z) =
1

λ− 1
z2 +O(z3).

Thus, on dynamics on W c are given by

zn+1 = G(zn), G(z) := z(1 +
1

λ− 1
z2 +O(z3)).

Since λ ∈ (0, 1) one has that |G(z)| < |z| for |z| 6= 0 sufficiently small; hence, the fixed point z = 0 is
asymptotically stable on W c.

5.3.2. Hénon map

Letting x := (w, z)T, consider

f(w, z) :=
(

1 + z − λw2

3w

)
.

The fixed points are given by (w±λ , z
±
λ )T, where

w±λ :=
1±

√
1 + λ

λ
, z±λ := 3w±λ .

When λ = 3 the fixed point (w−3 , z
−
3 )T = (−1/3,−1)T is such that

σu = {3}, Eu = span{(1, 1)T}; σc = {−1}, Ec = span{(1,−3)T}.

Thus, at this fixed point there is an associated one-dimensional W u and one-dimensional W c.
What are the dynamics on W c? As a consequence of the discussion in Section 4.1 one expects a pitchfork

bifurcation to a period-2 orbit on W c. In order to determine the stability of this orbit, one needs the
equations which describe the dynamics on W c. So that the behavior on W c can be more easily analyzed,
first put the system into canonical form via

µ := λ− 3, P :=
(

1 1
−3 1

)
,

(
x
y

)
:= P−1

(
w + 1/3
z + 1

)
.

Under this transformation the system becomes

xn+1 =
1
4
[−1

9
µ− 2(2− 1

3
µ)xn +

2
3
µyn − (3 + µ)(xn + yn)2]

yn+1 =
1
4
[−1

3
µ+ 2µxn + 6(2 +

1
3
µ)yn − 3(3 + µ)(xn + yn)2].
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The manifold W c is given by the graph y = h(x, µ), where h(0, 0) = hx(0, 0) = 0. Upon using the invariance
of W c it can eventually be shown that the dynamics on W c are given by

xn+1 = G(xn, µ), G(x, µ) := − 1
36
µ− (1− 4

33
µ)x− 3

4
x2 − 27

16
x3 +O(x4).

Since
G2(x, µ) = (1− 25

88
µ)x− 9

4
x3 +O(x4),

upon following the analysis in Section 4.1 it is seen that on W c there is a supercritical pitchfork bifurcation
to an unstable period-2 orbit.

5.4. Homoclinic points

Much of the material discussed in this section is also discussed in [28, Chapters 23-24]. We will first
discuss the dynamics associated with a relatively simple map. After this task has been accomplished, we
will relate these dynamics to those associated with a seemingly more complicated problem.

5.4.1. The shift map

Let A := {0, 1}, and let S denote the collection of all bi-infinite sequences of elements of A, i.e., if s ∈ S,
then

s = {· · · s−n · · · s−2s−1.s0s1s2 · · · sn · · · }, sj ∈ A.
For s, ŝ ∈ S, define the distance between s and ŝ via

d(s, ŝ) :=
+∞∑

n=−∞

δn
2|n|

, δn :=

{
0, sn = ŝn

1, sn 6= ŝn,

and note that d(s, ŝ) ≤ 3. One then has that d(s, ŝ) is small if the two elements agree on a sufficiently long
central block [28, Lemma 24.1.2]. Define the homeomorphism σ : S 7→ S by σ(s)n := sn+1, i.e.,

σ(s) = {· · · s−2s−1s0.s1s2 · · · }.

The mapping σ is known as the shift map.
Bi-infinite sequences which repeat periodically will be denoted by the finite length sequence with an

overbar, i.e.,
{01.01} = {· · · 010101.010101 · · · }.

It is easy to see that
σ({0.0}) = {0.0}, σ({1.1}) = {1.1};

hence, σ has two fixed points. In addition, one can check that

σ2({10.10}) = {10.10}.

Since
σ({10.10}) = {01.01},

we have the existence of a period-2 orbit. It is clearly not difficult to construct period-n orbits for any n ∈ N.
It will next be shown that σ has an uncountable number of nonperiodic orbits. Consider the bijective

mapping between bi-infinite sequences and infinite sequences given by

· · · s−n · · · s−2s−1.s0s1s2 · · · sn · · · 7→ .s0s1s−1s2s−2s3s−3 · · · sns−n · · · .

Every r ∈ [0, 1] can be expressed in base 2 as a binary expansion via

r =
∞∑

n=1

δn
2n
, δn ∈ {0, 1}.
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If r ∈ [0, 1]\Q, the sequence .δ1δ2δ3 · · · is nonrepeating. Since [0, 1]\Q is uncountable, we now have the
existence of an uncountable number of elements s ∈ S such that σ(s) is not a periodic orbit.

It will finally be shown that there is an element s ∈ S whose orbit is dense. First construct all possible
sequences having length n ∈ N, e.g.,

length 1 : {0}, {1}
length 2 : {00}, {01}, {10}, {11}.

For a given length n there will exist 2n possible sequences. Order these sequences in the following manner.
Let

s = {s1 · · · sk}, ŝ = {ŝ1 · · · ŝj}.

We say that s < ŝ if k < j, and if k = j, then s < ŝ if s` < ŝ`, where ` ∈ N is the first such integer that
s` 6= ŝ`. Denote the sequences having length k via sk

1 < sk
2 < · · · < sk

2k . Now set

sd := {· · · s38s36s34s32s24s22s12.s11s21s23s31s33s35s37 · · · },

and note that sd contains all possible sequences of any fixed length. Let s ∈ S be given, let ε > 0 be given,
and let N ∈ N be such that ∑

|j|≥N

1
2|j|

< ε.

Writing
s = {· · · s−N · · · s−1.s0 · · · sN · · · },

we have by construction that there exists an M ∈ Z such that σM (sd)j = sj for |j| ≤ N , which implies that
d(σM (sd), s) < ε. Since s ∈ S is arbitrary, as is ε > 0, the orbit of sd is dense in S.

Lemma 5.7. The shift map σ : S 7→ S has

(a) a countable infinity of periodic orbits of arbitrarily high period

(b) an uncountable infinity of nonperiodic orbits

(c) a dense orbit.

Remark 5.8. One has that:

(a) While we constructed one point which has a dense orbit, upon rearranging the ordering of the
blocks sk

j in sd it can be clearly seen that there are at least a countable number of points which
have a dense orbit.

(b) It can be shown that S is a closed, perfect (i.e., every point is a limit point), and totally disconnected
set [28, Proposition 24.1.4]. In other words, S is a Cantor set.

(c) In the above we considered the shift map on two symbols. There is a discussion of symbolic
dynamics on N symbols in [28, Chapter 24].

Let s ∈ S be given, and let ε > 0 be given. Let ŝ ∈ S be such that d(s, ŝ) < ε; furthermore, suppose that
sj = ŝj for j = −N, . . . , N . Now suppose that sN+1 6= ŝN+1. It is clear that

d(σN+1(s), σN+1(ŝ)) ≥ 1;

hence, for the given point s, and for each small neighborhood of s, there exists an uncountable number of
points ŝ such that after a fixed number of iterations these two points are separated by a fixed distance. A
system displaying such behavior is said to exhibit sensitive dependence on initial conditions.

Definition 5.9. A dynamical system which displays sensitive dependence on initial conditions on a closed
invariant set which consists of more than one orbit will be called chaotic.
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5.4.2. Transverse homoclinic orbits

Definition 5.10. Let f : R2 7→ R2 be a smooth diffeomorphism with a hyperbolic fixed point p. If
W s(p) ∩W u(p) 6= ∅, then we say that p is a transverse homoclinic point if for some q ∈W s(p) ∩W u(p)

TqW
s(p)⊕ TqW

u(p) = R2.

Remark 5.11. One has that:

(a) For ODEs a homoclinic point cannot be transversal, as ẋh ∈ TqW
s(p) ∩ TqW

u(p), where xh(t) is
the homoclinic orbit.

(b) If p is part of an orbit of period k, then one can discuss transverse homoclinic orbits for p simply
by considering the mapping fk.

Theorem 5.12. Let f : R2 7→ R2 be a smooth diffeomorphism with a transverse homoclinic point p. For
any neighborhood U of p there exists a Cantor set Λ ⊂ U and an n ∈ N such that the mapping fn : Λ 7→ Λ
is topologically conjugate to the shift map on N symbols for some N ≥ 2.

Proof: See [28, Chapter 26] and [9, Chapter 5].

Remark 5.13. One has that:

(a) Since fn is topologically equivalent to the shift map, in attempting to understand the dynamics for
fn it is sufficient to study those of the shift map.

(b) The set Λ is a hyperbolic invariant set.

Now suppose that f : R2 7→ R2 is a smooth diffeomorphism, and that p0, p1, . . . , pn = p0 are hyperbolic
fixed points. Further suppose that W u(pj) ∩W s(pj+1) transversely for j = 0, . . . , n − 1. The fixed points,
along with their stable and unstable manifolds, are then said to form a heteroclinic cycle. One can show
that under this scenario W u(pj) ∩W s(pj) transversely for each j = 0, . . . , n− 1. Thus, as a consequence of
Theorem 5.12 one has that there are invariant Cantor sets Λj in a neighborhood of pj for j = 0, . . . , n − 1
on which the dynamics are equivalent to those of the shift map.

5.4.3. Melnikov method revisited

We must now determine a concrete set of examples to which the result of Theorem 5.12 can be applied.
Consider

ẋ = f(x) + εg(x, t), (5.3)

where f : R2 7→ R2 and g : R2 × R 7→ R2 are smooth, and g(x, t + T ) = g(x, t) for some T > 0. Assume
that when ε = 0,

(a) there exists hyperbolic critical point p0 which is a saddle point

(b) there exists an orbit q0(t) homoclinic to p0

(c) ∇ · f(x) ≡ 0.

The last condition is automatically satisfied if the unperturbed system is Hamiltonian.
For each t0 ∈ [0, T ) set

Σt0 := {(x, t) : t = t0},

and note that there exists a Poincaré map Πt0 : Σt0 7→ Σt0 which is defined by the time-T map. When ε = 0
one has that Πt0(p0) = p0; furthermore, since p0 is a hyperbolic saddle point for each ε > 0 there exists a
pε = pε(t0) with limε→0+ pε = p0 such that Πt0(pε) = pε. Finally, for each t0 the point pε is a hyperbolic
saddle point for Πt0 , so that there exists a one-dimensional W u(pε) and W s(pε). Note that by supposition,
when ε = 0, W u(p0) ∩W s(p0) 6= ∅; however, the intersection is not transverse.



25 T. Kapitula

We wish to determine a condition which for ε > 0 will not only guarantee that W u(pε) ∩W s(pε) 6= ∅,
but that the intersection is transverse. Let γε(t) be the T -periodic orbit which satisfies γε(t0) = pε. There
exists stable and unstable manifolds for γε(t) which are given by

W u(γε) :=
⋃

t0∈R
W u(pε), W s(γε) :=

⋃
t0∈R

W s(pε).

Suppose that q0(t) intersects the line x2 = 0 transversely. Now, W u(γε) ∩ {x2 = 0} is given by the curve
x1 = hu(t, ε), and W s(γε) ∩ {x2 = 0} is given by the curve x1 = hs(t, ε). Upon setting

G(t, ε) := hs(t, ε)− hu(t, ε),

one has that the desired transversal intersection will occur if and only if for some t0 ∈ [0, T ),

G(t0, ε) = 0,
∂

∂t
G(t0, ε) 6= 0. (5.4)

Since G(t, 0) ≡ 0, one has that G(t, ε) = εG̃(t, ε). The Melnikov function is given by

M(t) := G̃(t, 0).

As an application of the Implicit Function Theorem, one has that if

M(t0) = 0, M ′(t0) 6= 0, (5.5)

then equation (5.4) is satisfied; hence, if equation (5.5) is satisfied, the relevant manifolds intersect trans-
versely, and the result of Theorem 5.12 applies to Poincaré map associated with equation (5.3). In a manner
similar to that which led to Theorem 3.2, it can be shown that the Melnikov function is given by

M(t0) :=
∫ +∞

−∞
d(f(q0(t)), g(q0(t), t+ t0)) dt (5.6)

(also see [28, Chapter 28] and [9, Chapter 4.5]).
Remark 5.14. The interested student should compare equation (5.6) with equation (3.8).

5.4.4. Example: The forced, damped Duffing oscillator

The forced, damped Duffing oscillator is given by

ẋ = y

ẏ = x− x3 + ε(γ cosωt− δy).
(5.7)

When ε = 0 there exist homoclinic orbits q±0 (t) which are given by

q±0 (t) =
(
x±0 (t)
y±0 (t)

)
:=
√

2
(

± sech t
∓ sech t tanh t

)
.

Upon using equation (5.6) one sees that the Melnikov function for each orbit is given by

M±(t0) = −δ
∫ +∞

−∞
(y±0 (t))2 dt± γ

∫ +∞

−∞
y±0 (t) cosω(t+ t0) dt

=
4
3
(−δ ± γR(ω) sinωt0), R(ω) :=

3
2
√

2
πω sech(

πω

2
).

A plot of critical surface δ = R(ω)γ is given in [28, Figure 28.5.2]. One has that if |δ/γ| < R(ω), then there
exists a t0 ∈ [0, 2π/ω) such that M(t0) = 0 with M ′(t0) 6= 0 (see [28, Figure 28.5.1]). Hence, in this case
there are chaotic dynamics associated with equation (5.7). Conversely, if |δ/γ| > R(ω), then M(t0) 6= 0
for all t0 ∈ [0, 2π/ω), so that the manifolds do not intersect. Hence, in this case one cannot conclude the
existence of chaotic dynamics.
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6. Method of Averaging

Most of the material considered in this section can be found in [9, Chapter 4] (also see [26]). Consider
the weakly forced nonlinear oscillator given by

ẍ+ ω2
0x = εf(x, ẋ, t), (6.1)

where f(x, ẋ, t + T ) = f(x, ẋ, t) : R × R × R 7→ R is smooth, and 0 ≤ ε � 1. Suppose that T = 2π/ω for
some ω ∈ R+. For a given k ∈ N, set

A(t) :=
(

cosφ −(k/ω) sinφ
− sinφ −(k/ω) cosφ

)
, φ :=

ωt

k
,

and define (
u
v

)
:= A(t)

(
x
ẋ

)
. (6.2)

Note that A(t) is periodic with period 2πk/ω. Under this transformation equation (6.1) becomes

u̇ = − k
ω

[(
ω2 − k2ω2

0

k2

)
x+ εf(x, ẋ, t)

]
sinφ

v̇ = − k
ω

[(
ω2 − k2ω2

0

k2

)
x+ εf(x, ẋ, t)

]
cosφ.

(6.3)

In equation (6.3) one has that x = x(u, v) and ẋ = ẋ(u, v), where these functions are determined by inverting
the relation in equation (6.2). Note that if

ω2 − k2ω2
0 = O(ε),

i.e., the system is close to a resonance of order k, then equation (6.3) is an example of the general system

ẋ = εf(x, t, ε), (6.4)

where f : Rn × R× R 7→ Rn is smooth and of period T > 0 in t.

6.1. Averaging

Regarding equation (6.4), set

f(x, t, ε) = f̄(x) + f̃(x, t, ε), f̄(x) :=
1
T

∫ T

0

f(y, t, 0) dy.

Here f̄ is the mean of f , and f̃ is the oscillating part of f . Now set

x := y + εw(y, t, ε), (6.5)

where w has yet to be determined. Equation (6.5) is an example of a near-identity transformation. Differ-
entiating equation (6.5) and using equation (6.4) yields that

(1+ εDyw)ẏ = ẋ− ε
∂w

∂t

= εf̄(y + εw) + εf̃(y + εw, t, ε)− ε
∂w

∂t
.

Since
(1+ εDyw)−1 = 1− εDyw +O(ε2),
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upon doing a Taylor expansion for f̄ and f̃ one sees that

ẏ = ε(f̄(y) + f̃(y, t, 0)− ∂w

∂t
) + ε2f1(y, t) +O(ε3),

where

f1(y, t) := Dyf(y, t, 0)w(y, t, 0)−Dyw(y, t, 0)f̄(y) +
∂f̃

∂ε
(y, t, 0). (6.6)

If one sets
∂w

∂t
= f̃(y, t, 0), (6.7)

then one finally arrives at the system

ẏ = εf̄(y) + ε2f1(y, t) +O(ε3). (6.8)

Note that f1(y, t+T ) = f1(y, t); hence, equation (6.8) can be thought of as a periodically forced autonomous
system.

Theorem 6.1 (Averaging Theorem). Consider equation (6.4), and the associated averaged system

ẏ = εf̄(y). (6.9)

The following are true:

(a) If x(t) is a solution to equation (6.4) and y(t) is a solution to equation (6.9), and if |x(0)− y(0)| =
O(ε), then |x(t)− y(t)| = O(ε) on a time scale t ∼ ε−1.

(b) If p0 is a hyperbolic fixed point for equation (6.9), then for ε > 0 sufficiently small equation (6.4)
possesses a unique hyperbolic periodic orbit γε(t) = p0 +O(ε) of the same stability type as p0.

(c) If p0 is a hyperbolic fixed point, and if xs(t) ∈W s(γε) and ys(t) ∈W s(p0), then |xs(0)−ys(0)| = O(ε)
implies that |xs(t)− ys(t)| = O(ε) for all t ≥ 0.

(d) If p0 is a hyperbolic fixed point, and if xu(t) ∈W u(γε) and yu(t) ∈W u(p0), then |xu(0)− yu(0)| =
O(ε) implies that |xu(t)− yu(t)| = O(ε) for all t ≤ 0.

Proof: Let yε(t) denote the solution to equation (6.8), and let yavg(t) denote the solution to equation (6.9).
If x(t) is the solution to equation (6.4), then via the transformation in equation (6.5) one has that

|x(t)− yε(t)| = ε|w(yε, t, ε)| = O(ε). (6.10)

The estimate follows from the fact that ∫ T

0

f̃(y, t, ε) dt = 0.

Thus, upon using the triangle inequality

|x(t)− yavg(t)| ≤ |x(t)− yε(t)|+ |yε(t)− yavg(t)|,

the result of part (a) is proved if |yε(t)− yavg(t)| = O(ε) for t ∼ ε−1.
Now consider equation (6.8) and equation (6.9), and recall that the solution to each is given by an integral

equation. Letting yd := yε − yavg, L be the Lipschitz constant of f̄ , and C the maximum value of f1, and
subtracting the two solutions eventually yields

|yd(t)| ≤ |yd(0)|+ ε2Ct+ εL

∫ t

0

|yd(s)|ds.
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Applying a generalized Gronwall’s inequality (see [9, Lemma 4.1.2]) yields that

|yd(t)| ≤ |yd(0)|eεLt + ε2C

∫ t

0

eεL(t−s) ds

≤
(
|yd(0)|+ ε

C

L

)
eεLt.

Thus, if |yd(0)| = O(ε), then one can conclude that |yd(t)| = O(ε) for 0 ≤ t ≤ (εL)−1.
For part (b), the general idea is to construct a Poincaré map for equation (6.8) and equation (6.9),

and then show that the fixed points and manifolds for each are within O(ε). The change of variables in
equation (6.10) is used implicitly throughout. Let Π0 (Πε) denote the time-T Poincaré map for equation (6.9)
(equation (6.8)). Note that Πε is within O(ε2) to Π0, since T is fixed independent of ε. Set

g0,ε(p, ε) :=
1
ε
(Π0,ε(p)− p),

and note that for each ε > 0 one has that g0(p0, ε) = 0. Furthermore, since DpΠ0(p0) = eεTDf̄(p0), one has
that

lim
ε→0+

Dpg0(p0, ε) = TDf̄(p0),

which is nonsingular. Now, since Πε is ε2-close to Π0, one has that

lim
ε→0+

gε(p0, ε) = 0, lim
ε→0+

Dpgε(p0, ε) = TDf̄(p0).

Hence, upon applying the Implicit Function Theorem one has a unique curve of points pε which are within
O(ε) of p0 that satisfy gε(pε, ε) ≡ 0. Furthermore, since pε = p0 +O(ε) one has that

DpΠε(pε) = eεTDf̄(p0) +O(ε2),

so that the fixed point pε is also hyperbolic.
The proof for parts (c) and (d) is given in [9, Chapter 4.1].

Remark 6.2. One has that:

(a) Parts (c) and (d) of the averaging theorem can be paraphrased to say that W s,u(p0) approximate
to O(ε) the stable and unstable manifolds of the Poincaré map of the full system in equation (6.4).

(b) The persistence of the critical point as a periodic orbit is guaranteed via the Implicit Function
Theorem as long as λ = 0 /∈ σ(Df̄(p0)). However, in the case that Reλ = 0 one cannot make a
conclusion regarding the stability of the fixed point for the Poincaré map without further analysis.

Remark 6.3. In some cases second-order, or even higher-order, averaging may be required. In such a case,
upon setting

f̄1(z) :=
1
T

∫ T

0

f1(z, t, 0),dt,

and using the second transformation
y := z + ε2w(z, t, ε),

one finds that equation (6.4) becomes

ż = εf̄(z) + ε2f̄1(z) +O(ε3).

The second-order averaged equation is then

ż = εf̄(z) + ε2f̄1(z).

One can show that the solutions are a good approximation on a time scale of O(ε−2).
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θ

ΩΩsn

−π

−π/2

Figure 1: The zero set of gc(θ). The solid line corresponds to stable solutions, while the dashed
line corresponds to saddle solutions.

6.1.1. Example: Duffing equation

Consider equation (6.1) with
f(x, ẋ, t) = γ cosωt− δẋ− αx3,

and suppose that
ω2

0 − ω2 = εΩ.

All of the parameters are assumed to be positive. Setting k = 1 in equation (6.3) eventually yields the
system

u̇ =
ε

ω
[Ω(u cosωt− v sinωt)− ωδ(u sinωt+ v cosωt)

+ α(u cosωt− v sinωt)3 − γ cosωt] sinωt

v̇ =
ε

ω
[Ω(u cosωt− v sinωt)− ωδ(u sinωt+ v cosωt)

+ α(u cosωt− v sinωt)3 − γ cosωt] cosωt.

(6.11)

The averaged equation (T = 2π/ω) associated with equation (6.11) is given in polar coordinates by

ṙ =
ε

2ω
(−δωr − γ sin θ)

rθ̇ =
ε

2ω

(
Ωr +

3
4
αr3 − γ cos θ

)
.

(6.12)

The critical points for equation (6.12) are given by

r = − γ

δω
sin θ, gc(θ) = 0,

where
gc(θ) := Ω(δω)2 sin θ +

3
4
αγ2 sin3 θ + (δω)3 cos θ.

Note that r ≥ 0 necessarily implies that the only relevant critical points satisfy sin θ ≤ 0. Set

a := δω, b :=
3
4
αγ2.

One solution to gc(θ) = 0 is given by

(Ωsn, θsn) := (− b

a2
,−π

2
).
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A Taylor expansion of gc about (Ωsn, θsn) yields the normal form

gn(Ω, θ) := −a2(Ω− Ωsn) + b(θ − θsn)2;

hence, a saddle-node bifurcation occurs at (Ωsn, θsn). Upon using the fact that for |Ω| � 1 one has that
gc(θ) = 0 for θ ∼ 0 (mod π), one gets the diagram for the critical points seen in Figure 1 (also see [9,
Figure 4.2.1]). The stability types of the branches of the steady solutions are obtained by consideration of
the eigenvalues of the linearized averaged equation (6.12). Since all of the critical points are hyperbolic, they
persist as periodic orbits for equation (6.11)

Sample phase portraits for equation (6.12) in the case that δ 6= 0 are given in [9, Figure 4.2.2], and a
comparison of the averaged flow with the Poincaré map for equation (6.11) is given in [9, Figure 4.2.3]. If
one writes equation (6.12) in Cartesian coordinates, then an easy calculation shows that

trace Df̄ = −δε < 0,

so that an application of Bendixson’s criterion yields that there exist no periodic orbits.
If δ = 0, the original system is Hamiltonian, and the Hamiltonian for the averaged flow is given by

H̄(u, v) := − ε

4ω

[
Ω(u2 + v2) +

3
8
α(u2 + v2)2 − 2γu

]
.

The phase portrait for the averaged system is given in [9, Figure 4.4.1]. Since the periodic orbits are not
hyperbolic, one cannot conclude that there exist invariant tori for equation (6.12) (see Theorem 6.6). This
question is left open for further study.

6.1.2. Example: Bose-Einstein condensates

Recall equation (1.5),

ρ̇0 = −2δR2ρ0(1− ρ0) sin 2∆φ

∆̇φ = −1
2
(µ1 − µ0)− ε(αp

11 − αp
00)p(t)

+ δR2
(
α1

111 − (α0
000 + α1

111)ρ0 + α0
011(2 + cos 2∆φ)(2ρ0 − 1)

)
,

(6.13)

where p(t+ T ) = p(t) for some T ∈ R+. Upon setting

∆µ := µ1 − µ0, ψ := ∆φ+
1
2
∆µt,

equation (6.13) can be rewritten as

ρ̇0 = −2δR2ρ0(1− ρ0) [sin 2ψ cos ∆µt− cos 2ψ sin∆µt]

ψ̇ = −ε(αp
11 − αp

00)p(t) + δR2
(
α1

111 − 2α0
011 + (4α0

011 − α0
000 − α1

111)ρ0

+ α0
011(2ρ0 − 1) [sin 2ψ sin∆µt+ cos 2ψ cos ∆µt]

)
.

(6.14)

Note that under that assumption that p(t) is even one has that equation (6.14) is invariant under the actions

(ρ0, ψ, t) 7→ (ρ0,−ψ,−t), (ρ0, ψ, t) 7→ (ρ0, ψ + π, t). (6.15)

If one now assumes that
R = Aε1/2; T =

2π
k∆µ

, k ∈ N, (6.16)

then the results of Theorem 6.1 apply to equation (6.14). Writing

p(t) = pav + p̃(t),
∫ T

0

p̃(t) dt = 0,
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yields that the averaged system is given by

˙̄ρ0 = 0
˙̄ψ = −εk(αp

11 − αp
00)pav + δεA2

(
α1

111 − 2α0
011 + (4α0

011 − α0
000 − α1

111)ρ̄0

)
.

(6.17)

The dynamics associated with equation (6.17) are relatively uninteresting, and hence it will be considered
no longer.

ρ̄0 = 0

ρ̄0 = 1

π/4 3π/4

Figure 2: The phase portrait associated with the averaged equation (6.18).

Now consider equation (6.14) in the event that ε = 0, and that δ(t+T ) = δ(t) for some T ∈ R+. This case
arises physically in the presence of a Feshbach resonance [22, 23]. Assuming equation (6.16) with A = 1,
one can again apply Theorem 6.1 to equation (6.14). For ease, now assume that δ(t) is even, so that

δ(t) =
∞∑

k=0

δk cos(k∆µt).

Note that this assumption implies that the invariances associated with equation (6.15) still hold. If δ0 = 0
the averaged system is

˙̄ρ0 = −εδ1ρ̄0(1− ρ̄0) sin 2ψ̄

˙̄ψ = εδ1α
0
011

(
ρ̄0 −

1
2

)
cos 2ψ̄.

(6.18)

Note that if δ1 = 0, then equation (6.18) reduces to the trivial system

˙̄ρ0 = 0, ˙̄ψ = 0;

hence, if δ1 6= 0 the system is being forced at resonance. The solutions to equation (6.18) satisfy

[ρ̄0(1− ρ̄0)]α
0
011 cos 2ψ̄ = C.

If α0
011 = 1, then equation (6.18) would be a Hamiltonian system; however, an application of the Hölder

inequality shows that

α0
011 ≤ min

{
sup

x
|q0(x)|2, sup

x
|q1(x)|2

}
,

and as such one generically has that α0
011 < 1.
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Remark 6.4. If δ0 6= 0, then the term

εδ0
(
α1

111 − 2α0
011 + (4α0

011 − α0
000 − α1

111)ρ̄0

)
is added to the equation for ˙̄ψ in equation (6.18). Thus, δ0 can be used as an unfolding parameter.

The critical points satisfying ρ̄0 ∈ {0, 1}, ψ̄ ∈ {π/4, 3π/4} are hyperbolic, and as a consequence persist
as periodic orbits for equation (6.13). The critical points ρ̄0 = 1/2, ψ̄ ∈ {0, π/2} are nonlinear centers, and
the eigenvalues of the linearization are given by

λ = ±i
(
α0

011

2

)1/2

ε.

These critical points also persist as periodic orbits for equation (6.13). The phase portrait for equation (6.18)
is given in Figure 2. Since the periodic orbits are not hyperbolic, one cannot conclude that there exist
invariant tori for equation (6.13) (see Theorem 6.6). This question is left open for further study.

6.2. Local bifurcations, global behavior, and Hamiltonian systems

One can prove the following theorems via an analysis of the Poincaré map as in the proof of Theorem 6.1.
The details can be found in [9, Chapter 4.3-4]. It should be noted that if a Poincaré map undergoes a
Hopf bifurcation, then that implies that for the map there exists an invariant closed curve γ; however, the
dynamics of the Poincaré map on γ do not need to be periodic.
Theorem 6.5. If equation (6.9) undergoes a saddle-node or Hopf bifurcation, the for ε > 0 and sufficiently
small the Poincaré map associated with equation (6.4) also undergoes a saddle-node or a Hopf bifurcation.

Theorem 6.6. If there exists a hyperbolic periodic orbit γ0 for equation (6.9), then for the Poincaré map
associated with equation (6.4) there exists an invariant closed curve γε which is close to γ0.

If the original system equation (6.4) is Hamiltonian, then the transformation leading to equation (6.8)
can be chosen so that the system remains Hamiltonian [8, Chapter 9]. In particular, the averaged system
equation (6.9) is Hamiltonian. If x ∈ R2, the solution curves are the level curves of the averaged Hamiltonian.
If there exists a homoclinic or heteroclinic orbit for the unperturbed Poincaré map, the relevant manifolds
necessarily intersect in a nontransverse fashion; hence, we cannot expect it to be preserved for the system
equation (6.8).

6.3. Comparison with a multiple time scales expansion

The bulk of the material presented herein can be found in [26, Chapter 8.2]. Again consider equation (6.4),
and assume that for some N ∈ N the solution has the form

x(t, τ) =
N∑

j=0

εjxj(t, τ), τ := εt. (6.19)

By the chain rule one has that
d
dt

=
∂

∂t
+ ε

∂

∂τ
,

so that equation (6.4) can be rewritten as

∂x0

∂t
+ ε

(
∂x0

∂τ
+
∂x1

∂t

)
+ ε2

(
∂x1

∂τ
+
∂x2

∂t

)
+O(ε3) = εf(x0 + εx1 +O(ε2), t, ε). (6.20)

Since

f(x0 + εx1 + · · · , t, ε) = f(x0, t, 0) + ε

(
Dxf(x0, t, 0)x1 +

∂f

∂ε
(x0, t, 0)

)
+O(ε2),
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upon equating like powers of ε in equation (6.20) one arrives at the sequence of equations

∂x0

∂t
= 0

∂x1

∂t
= −∂x0

∂τ
+ f(x0, t, 0)

∂x2

∂t
= −∂x1

∂τ
+ Dxf(x0, t, 0)x1 +

∂f

∂ε
(x0, t, 0),

(6.21)

which can be solved successively.
Integrating the first equation in equation (6.21) yields

x0(t, τ) = A(τ),

and integrating the second equation in equation (6.21) yields

x1(t, τ) =
∫ t

0

[
−∂A
∂τ

+ f(A(εs), s, 0)
]

ds+B(τ), B(0) = 0. (6.22)

In order that terms do not become unbounded, we must now enforce the secularity condition that∫ t

0

[
−dA

dτ
+ f(A(εs), s, 0)

]
ds = 0,

i.e.,
dA
dτ

=
1
T

∫ T

0

f(A, s, 0) ds, (6.23)

i.e.,
dA
dt

= εf̄(A).

Note that equation (6.23) is exactly the averaged equation (6.9). Further note that equation (6.22) can then
be rewritten as

x1(t, τ) =
∫ t

0

[
f(A(εs), s, 0)− f̄(A(εs))

]
ds+B(τ), B(0) = 0.

In order to determine B(τ), one proceeds as above. Plugging the solutions for x0 and x1 into the nonhomo-
geneous equation for x2 in equation (6.21) and applying another secularity condition eventually yields the
nonhomogeneous linear system

dB
dτ

= Dxf̄(A)B(τ) +
1
T

∫ T

0

[
− ∂

∂τ
+ Dxf(A, t, 0)

]
(x1(t, τ)−B(τ)) dt.

It can be shown that the expansion in equation (6.19), where x0 and x1 are prescribed as above, yields an
O(ε2) approximation on the time scale t ∼ ε−1 [26, Theorem 8.2.1].
Remark 6.7. It is important to note here that the O(ε) correction to the averaged equation operates on
both time scales. In particular, B(τ) adds an O(ε) correction on the time scale t ∼ ε−1, and hence its
evaluation can be considered to be relatively unimportant.

For a simple example, consider
ẋ = ε(x− x2) cos2 t. (6.24)

By equation (6.23) one sees that
dA
dτ

=
1
2
A(1−A), A(0) = A0,

i.e.,

A(τ) =
A0

A0 + (1−A0)e−τ/2
.
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Now, upon setting

u1(t, τ) :=
∫ t

0

[
f(A(εs), s, 0)− f̄(A(εs))

]
ds

=
1
2

∫ t

0

dA
dτ

cos 2sds

=
1
4
A0(1−A0)

∫ t

0

e−εs/2

(A0 + (1−A0)e−εs/2)2
cos 2sds,

one has that
x1(t, τ) = u1(t, τ) +B(τ),

where B(·) satisfies the ODE

dB
dτ

= (
1
2
−A)B +

1
T

∫ T

0

[
− ∂

∂τ
+ (

1
2
−A) cos 2s

]
u1(t, τ) dt, B(0) = 0.

It can be seen in Figure 3 that u1(t, τ) is oscillatory on the time scale t = O(1), and is slowly growing on
the time scale t = O(ε−1).

0.2

0.1

0.15

0.05

0

t

30 5010 400 6020

Figure 3: A graph of both the averaged solution A(τ) (blue curve) and the first-order “fast”
correction u1(t, τ) (red curve) for equation (6.24). Here ε = 0.05 and A0 = 0.06.

6.4. Almost-periodic vector fields

When discussing the Feshbach resonance in Section 6.1.2, in order to apply the theory of averaging we
were required to make the somewhat artificial assumption on the period of the resonant forcing. We will now
generalize Theorem 6.1 so that this restriction can be removed. A complete discussion of almost-periodic
differential equations can be found in [7].

6.4.1. Preliminary estimates

Consider an almost periodic function p(t) : R 7→ R which can be written as

p(t) =
+∞∑

j=−∞
pjeiλjt, (6.25)
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where λj ∈ R and

pj = lim
T→∞

1
2T

∫ T

−T

p(t)e−iλjt dt.

If p(t) were periodic, then one would have that λj = 2παj for some α ∈ R+. Now assume that λ0 = 0, and
that λj 6= 0 for j ∈ Z\{0}. Further assume that λj 6= λk for j 6= k. Under this assumption, note that the
average is given by

p0 = lim
T→∞

1
2T

∫ T

−T

p(t) dt.

Now set

‖p‖2 := lim
T→∞

1
2T

∫ T

−T

|p(t)|2 dt

=
+∞∑

j=−∞
|pj |2,

and note that term-by-term differentiation yields

‖p(`)‖2 =
+∞∑

j=−∞
λ2`

j |pj |2.

We now have the following preliminary estimate, which is useful in determining if an almost-periodic function
is uniformly bounded.
Lemma 6.8. If ∑

j 6=0

1
λ2

j

<∞, (6.26)

then for some C ∈ R+,
sup
t∈R

|p(t)| ≤ C(‖p‖+ ‖p′‖).

Proof: First note that |p0|2 ≤ ‖p‖2. Upon using the representation of p(t), one then sees that

|p(t)| ≤ |p0|+
∑
j 6=0

1
|λj |

|λjpj |

≤ ‖p‖+

∑
j 6=0

1
λ2

j

1/2  +∞∑
j=−∞

λ2
j |pj |2

1/2

.

The second line follows from the Cauchy-Schwarz inequality.

Now consider

g(t) :=
∫ t

0

(p(s)− p0) ds

= −i

∑
j 6=0

pj

λj
eiλjt −

∑
j 6=0

pj

λj


= g0 +

∑
j 6=0

gjeiλjt,

where the coefficients g` are implicitly defined. If one assumes the bound presented in equation (6.26), then
an application of the Cauchy-Schwarz inequality yields that

|g0| ≤

∑
j 6=0

1
λ2

j

1/2  +∞∑
j=−∞

|pj |2
1/2

≤ C‖p‖;
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hence, the average of g(t) is well-defined. Similarly, if one assumes that there is an ε > 0 such that |λj | ≥ ε
for all j ∈ Z\{0}, one sees that ∑

j 6=0

|gj |2 ≤
1
ε

∑
j 6=0

|pj |2.

If one again assumes equation (6.26), then the existence of such a lower bound is implied. Combining these
results yields:
Lemma 6.9. Suppose that the exponents satisfy the bound in equation (6.26). Then

g(t) :=
∫ t

0

(p(s)− p0) ds

is an almost-periodic function with a representation as given in equation (6.25). Furthermore, there is a
C ∈ R+ such that

‖g‖ ≤ C‖p‖.

6.4.2. The averaging theorem

Let us now consider equation (6.4) under the assumption that f(x, t, ε) = f(x, t), and

f(x, t) = f̄(x) +
∞∑

j=1

aj(x) cos(λjt) + bj(x) sin(λjt), λj ∈ R+, (6.27)

where

f̄(x) := lim
T→+∞

1
T

∫ T

0

f(x, t) dt. (6.28)

Thus, f is assumed to be almost-periodic in t ∈ R+, and that it is being written using the notation of
real-valued functions. It will further be assumed that λj 6= λk for j 6= k, and that equation (6.26) holds true.

Define the local average fT of f by

fT (x, t) :=
1
T

∫ T

0

f(x, t+ s) ds,

and note that if f is T -periodic, then fT = f̄ [26, Lemma 3.2.3]. In fact, we have more:
Lemma 6.10. Under the above assumptions on f(x, t) one has that

fT (x, t) = f̄(x) +O(1).

Proof: One has that

fT (x, t)− f̄(x) =
1
T

∫ T

0

[f(x, t+ s)− f̄(x)] ds

=
1
T

∫ t+T

t

[f(x, s)− f̄(x)] ds.

By Lemma 6.9 one has that f(x, t)− f̄(x) is almost-periodic, and hence uniformly bounded, so that

|fT (x, t)− f̄(x)| ≤ C.

If one considers a Lipschitz continuous map φ : R 7→ Rn with Lipschitz constant L, then one has that

|φ(t)− φT (t)| ≤ 1
T

∫ T

0

|φ(t)− φ(t+ s)|ds

≤ 1
T

∫ T

0

Lsds ≤ 1
2
LT ;
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hence,
φ(t) = φT (t) +O(T ). (6.29)

We now have the following preliminary estimate:

Lemma 6.11. Consider equation (6.4). If

φ(t) :=
∫ t

0

f(x(s), s) ds,

then

φT (t) =
∫ t

0

fT (x(s), s) ds+O(T )

for t = O(ε−1).

Proof: Set

R1 :=
1
T

∫ T

0

∫ s

0

f(x(r), r) drds, R2 :=
1
T

∫ t

0

∫ T

0

[f(x(r + s), r + s)− f(x(s), r + s)] drds.

By definition, and after some algebraic manipulation, one has that

φT (t) =
∫ t

0

fT (x(s), s) ds+R1 +R2.

Now let L be the Lipschitz constant associated with f , and set

M := sup
x∈U

sup
0≤t≤L/ε

|f(x, t)|.

An easy estimate shows that

|R1| ≤
1
T

∫ T

0

∫ s

0

M drds ≤ 1
2
MT,

while

|R2| ≤
L

T

∫ t

0

∫ T

0

|x(r + s)− x(s)|drds

≤ ε
L

T

∫ t

0

∫ T

0

∫ r+s

s

|f(x(y), y)|dydrds

≤ ε
L

T

∫ t

0

∫ T

0

Mr drds =
1
2
εLMTt.

The result now follows.

We can now prove the quasi-periodic averaging theorem.

Theorem 6.12 (Quasi-periodic Averaging Theorem). Consider equation (6.4), where f(x, t) is given as in
equation (6.27). Let y(t) be the solution to the averaged system

ẏ = εf̄(y), y(0) = x(0),

where f̄ is defined in equation (6.28). One then has that

x(t) = y(t) +O(ε1/2)

on the time scale t = O(ε−1/2).
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Proof: The solution to equation (6.4) is given by

x(t) = x(0) + ε

∫ t

0

f(x(s), s) ds.

Set

φ(t) :=
∫ t

0

f(x(s), s) ds.

By equation (6.29) one has that
φ(t) = φT (t) +O(T ),

and by Lemma 6.11 one has that

φT (t) =
∫ t

0

fT (x(s), s) ds+O(T ).

Hence,

φ(t) =
∫ t

0

fT (x(s), s) ds+O(T ),

so that

x(t) = x(0) + ε

∫ t

0

fT (x(s), s) ds+O(εT ).

Now, the solution to the averaged equation is

y(t) = x(0) + ε

∫ t

0

f̄(y(s)) ds,

so that

|x(t)− y(t)| ≤ ε

∫ t

0

|fT (x(s), s)− f̄(y(s))|ds+O(εT )

≤ ε

∫ t

0

|fT (x(s), s)− fT (y(s), s)|ds+ ε

∫ t

0

|fT (y(s), s)− f̄(y(s))|ds+O(εT ).

As an application of Lemma 6.10 one then has that

|x(t)− y(t)| ≤ ε

∫ t

0

|fT (x(s), s)− fT (y(s), s)|ds+O(εt) +O(εT ).

Using the Lipschitz continuity of fT and Gronwall’s inequality then yields that

|x(t)− y(t)| = [O(εt) +O(εT )]eεLt.

Assuming that t, T = O(ε−1/2) finally gives the desired result.

It is clear that the result of Theorem 6.12 is not as strong as that of Theorem 6.1. The necessary
refinement of Theorem 6.1 is given in [26, Lemma 3.7.6], and will be stated below as an unproven corollary.
Corollary 6.13. Consider equation (6.4), where f(x, t) is given as in equation (6.27). Let y(t) be the
solution to the averaged system

ẏ = εf̄(y), y(0) = x(0),

where f̄ is defined in equation (6.28). One then has that

x(t) = y(t) +O(ε)

on the time scale t = O(ε−1).
Remark 6.14. The theory presented above is far from complete. A more recent article which discusses
both first- and second-order averaging in the quasi-periodic case is [2].
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6.4.3. Example: Bose-Einstein condensates

Recall equation (6.14)

ρ̇0 = −2δR2ρ0(1− ρ0) [sin 2ψ cos ∆µt− cos 2ψ sin∆µt]

ψ̇ = −ε(αp
11 − αp

00)p(t) + δR2
(
α1

111 − 2α0
011 + (4α0

011 − α0
000 − α1

111)ρ0

+ α0
011(2ρ0 − 1) [sin 2ψ sin∆µt+ cos 2ψ cos ∆µt]

)
,

(6.30)

and as in the case of the Feshbach resonance assume that ε = 0, and that δ(t+ T ) = δ(t) for some T ∈ R+.
Again assuming that δ(t) is even with zero average, one has that

δ(t) =
∞∑

k=1

δk cos(
k∆µ
α

t), α ∈ R+.

Note that
α =

∆µ
2π

T.

We wish to apply Corollary 6.13 to equation (6.30). The exponents associated with the quasi-periodic
expansion of the vector field are given by

λj = ∆µ
(

1 +
j

α

)
, j ∈ Z.

Hence, equation (6.26) is satisfied if α 6= j for j ∈ N0. This condition is automatically satisfied if T is not
integrally related to the natural frequency. The case that T is an integral multiple of the natural frequency
has already been considered in Section 6.1.2. Under the above nonresonance condition the averaged equations
then become

˙̄ρ0 = 0, ˙̄ψ = 0,

i.e., the dynamics are trivial.

6.5. Subharmonic orbits

As in Section 5.4.3, consider
ẋ = f(x) + εg(x, t), (6.31)

where f : R2 7→ R2 is a smooth Hamiltonian vector field, and g : R2×R 7→ R2 is smooth with g(x, t+T ) =
g(x, t) for some T > 0. For the case of simplicity, assume that for x = (u, v)T and f = (f1, f2)T that

f1 =
∂H

∂v
, f2 = −∂H

∂u

for a smooth Hamiltonian H(u, v).
Assume that when ε = 0,

(a) there exists hyperbolic critical point p0 which is a saddle point

(b) there exists an orbit q0(t) homoclinic to p0

Let
Γ0 := {q0(t) : t ∈ R} ∪ {p0}.

Further assume that

(a) the interior of Γ0 is filled with a continuous family of periodic orbits qα(t), α ∈ (−1, 0); furthermore,
if one sets

d(x,Γ0) := inf
q∈Γ0

|x− q|,

then we have that
lim

α→0−
sup
t∈R

d(qα(t),Γ0) = 0
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(b) if Tα is the period of qα and hα := H(qα(t)), then Tα(hα) is differentiable with

dTα

dhα
> 0.

Note that the above two assumptions imply that Tα → +∞ monotonically as α→ 0−.
Now let Tα = mT/n, where m ∈ N and n ∈ N are relatively prime. If n = 1 the orbit is known as

a subharmonic orbit, and if n ≥ 2 the orbit is known as an ultrasubharmonic orbit. Note that qα is also
mT -periodic for any n ∈ N. If pα := qα(t0) for some t0 ∈ [0, Tα), then for the unperturbed Poincaré map Π0

one has the periodic orbit
{pα,Π0(pα), . . . ,Πm−1

0 (pα)},
i.e., Πm

0 (pα) = pα. Thus, we can consider the persistence and stability of these orbits for the perturbed
problem.

We will now use a transformation on equation (6.31) which will make the problem more amenable to
analysis. As is seen in [8, Chapter 10.3], there exists an invertible symplectic transformation to action-angle
variables within the interior of Γ0 given by

I = I(u, v), θ = θ(u, v),

with inverse
u = U(I, θ), v = V (I, θ).

The transformation becomes singular at Γ0. The coordinates I and θ are nonlinear polar coordinates, and
are chosen in such a way that for the unperturbed problem one has that İ = 0 with θ ∈ [0, 2π). Under this
transformation the unperturbed Hamiltonian becomes

H(U, V ) ≡ H(I),

and equation (6.31) can be rewritten as

İ = ε

(
∂I

∂u
g1 +

∂I

∂v
g2

)
:= εF (I, θ, t)

θ̇ =
∂H

∂I
+ ε

(
∂θ

∂u
g1 +

∂θ

∂v
g2

)
:= Ω(I) + εG(I, θ, t).

(6.32)

The new flow is depicted in Figure 4. The quantity Ω(I) is the angular frequency of the closed orbit with
action I and energy H(I). If qα has period Tα and action Iα, then one has that Ω(Iα) = 2π/Tα. Since

dT
dI

=
dT
dh

dh
dI

> 0,

one has that
dΩ
dI

= − 2π
T 2

dT
dI

< 0 (6.33)

for all α ∈ (−1, 0).
Now choose a resonant orbit with period mT/n and action Im,n. Upon setting Ωm,n := Ω(Im,n) and

δ := ε1/2, perturb from this orbit using the rotation transformation

I = Im,n + δh, θ = Ωm,nt+ φ. (6.34)

Substituting equation (6.34) into equation (6.32) then yields that

ḣ = δF (Im,n,Ωm,nt+ φ, t) +O(δ2)

φ̇ = δΩ′(Im,n)h+O(δ2).
(6.35)

Now, by the chain rule one has that

∂I

∂u
=

∂I

∂H

∂H

∂u
= − 1

Ω
f2,

∂I

∂v
=

∂I

∂H

∂H

∂v
=

1
Ω
f1,
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I

θ

Figure 4: The phase portraits associated with equation (6.31) (left) and equation (6.32) (right).
The shaded area represents the region governed by equation (6.35).

so that
F (Im,n,Ωm,nt+ φ, t) =

f1g2 − f2g1
Ωm,n

.

Using the notation of Section 3.1, set

Mm/n(s) :=
∫ mT

0

d(f(qα(t)), g(qα(t), t+ s)) dt. (6.36)

The function Mm/n is known as the subharmonic Melnikov function (see [9, Chapter 4.6] for an alternate
derivation). Note that as a consequence of qα being mT -periodic one has that

Mm/n(s+mT ) = Mm/n(s). (6.37)

Assuming that F and Ω′ are bounded, Theorem 6.1 can be applied to equation (6.35) to get the averaged
system

ḣ =
δ

2πn
Mm/n

(
φ

Ωm,n

)
φ̇ = δΩ′(Im,n)h.

(6.38)

It is important to note that equation (6.38) is a Hamiltonian system with Hamiltonian

H̄(h, φ) := δ

(
1

2πn

∫
Mm/n

(
φ

Ωm,n

)
dφ− 1

2
Ω′(Im,n)h2

)
;

hence, the solution structure to equation (6.38) is completely known. Furthermore, as a consequence of
equation (6.37) one has that the vector field is maximally 2nπ-periodic in φ.

Let the zeros of Mm/n be denoted by s1, . . . , sk ∈ (0,mT ). If the zeros are simple, then as a consequence
of the periodicity of Mm/n one has that k = 2` for some ` ∈ N0. The critical points for equation (6.38) are
then given by

(h, φj) = (0, sjΩm,n), j = 1, . . . , k.

As a consequence of equation (6.33), one has that the critical point is a saddle if (Mm/n)′ < 0, and a
nonlinear center if (Mm/n)′ > 0. Note that if the zeros of Mm/n are simple, then there is an even number of
saddle points and nonlinear centers. The Averaging Theorem 6.1 then implies that there saddle-type orbits
to equation (6.31) near the saddle points of equation (6.38), and periodic orbits near the centers, whose
stability types are not determined by this O(δ) truncation.

Since the unperturbed system is Hamiltonian, one has that the associated Poincaré map Π0 is area
preserving, and hence det(DΠ0) = 1. Now suppose that the perturbation is uniformly damping, and as a
consequence satisfies the condition that ∇ · g < 0. Since the perturbed three-dimensional flow contracts
volumes like e(∇·g)t, the perturbed Poincaré map Πε must satisfy det(DΠε) < 1. Since the eigenvalues
λj ∈ σ(DΠε) satisfy λ1λ2 = det(DΠε), one then necessarily has that:
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(a) all periodic points of Πε are sinks or saddles

(b) there exist no simple invariant closed curves.

The second conclusion follows from the fact that the interior of a simple invariant closed curve is reduced
in area under an application of Πε. It is clear that an analogous result holds if ∇ · g > 0, with “sink” being
replaced by “saddle”.
Remark 6.15. The interesting case that ∇ · g ≡ 0, which implies that Πε is an area preserving map, will
be discussed in Section 6.6.

6.5.1. Example

Consider the system

u̇ = v[1− (u2 + v2)] + ε[αu− u(u2 + v2) + βu cos t]

v̇ = −u[1− (u2 + v2)] + ε[αv − v(u2 + v2)].
(6.39)

Without loss of generality it can be assumed that β ∈ R+. The system has the feature that when ε = 0 all
circles are invariant curves, and the circle of radius one is composed solely of critical points. The Hamiltonian
associated with the unperturbed problem is given by

H(u, v) =
1
2
(u2 + v2)− 1

4
(u2 + v2)2.

Under the transformation to action-angle variables,

u :=
√

2I sin θ, v :=
√

2I cos θ,

equation (6.39) becomes

İ = ε[2αI − 4I2 + 2βI sin2 θ cos t]

θ̇ = (1− 2I) + εβ sin θ cos θ cos t.
(6.40)

The unperturbed Hamiltonian is now given by

H(I) = I − I2,

and the period of the unperturbed orbits is

T (I) =
2π

1− 2I
.

Let us study perturbations of the resonant orbit of period 4π with action I = 1/4. As in equation (6.34),
make the transformation

I :=
1
4

+ δh, θ :=
1
2
t+ φ (δ := ε1/2).

After some trigonometrical expansion one sees that the transformed equation is given by

ḣ =
1
4
δ

[
2α− 1 + β

(
cos t+

1
2

sin 2φ sin t− 1
2
(1 + cos 2t) cos 2φ

)]
+ δ2

[
2α− 2 + β

(
cos t+

1
2

sin 2φ sin t− 1
2
(1 + cos 2t) cos 2φ

)]
h

+ 4δ3h2

φ̇ = −2δh+
1
4
δ2 (cos 2φ sin 2t+ (1 + cos 2t) sin 2φ) .

(6.41)

Note that, unlike equation (6.35), the explicit form of the O(δ2) terms in equation (6.41) are known.
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In order to average equation (6.41), use the transformations given in equation (6.5) and equation (6.7)
to get

h 7→ h+
1
4
δβ

(
sin t− 1

4
sin 2φ cos 2t− 1

4
cos 2φ sin 2t

)
, φ 7→ φ.

After a great deal of calculation it is seen that the averaged equations up to O(δ3) are given by

ḣ =
1
4
δ

[
2α− 1− 1

2
β cos 2φ

]
+ 2δ2

[
α− 1− 1

4
β cos 2φ

]
+O(δ3)

φ̇ = −2δh+
1
4
δ2β sin 2φ+O(δ3)

(6.42)

(I believe that there is an error in [9, equation (4.7.18)]). Note that equation (6.42) can be considered on
the torus (h, φ) ∈ R× [0, π).

α

β

1/2

β = 4α− 2β = −4α+ 2

Figure 5: The phase portraits associated with the O(δ) averaged equation (6.42).

The Hamiltonian associated with the O(δ) terms in equation (6.42) is given by

H(h, φ) :=
1
4
δ

[
(2α− 1)φ− 1

4
β sin 2φ+ 4h2

]
.

Note that if α = 1/2, then H is π-periodic in φ; hence, one may expect this line to be a bifurcation line in
parameter space. If

β > 2|2α− 1|,
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then there will exist two critical points for φ ∈ [0, π); otherwise, there will exist none. The critical point
satisfying sin 2φ < 0 will be a saddle point, and the other will be a nonlinear center. Upon reviewing
equation (6.39), it is seen that

∇ · g = 2α+ β cos t− 4(u2 + v2);

hence, if β < 2|α| and α ∈ R− the nonlinear center will become a sink at O(δ2). Note, however, that no
critical points exist which satisfy this condition. Sample phase portraits at O(δ) are given in Figure 5. The
interested student should consult [9, Figure 4.7.2] to see the phase portraits at O(δ2). It is an interesting
exercise to fully develop the bifurcation diagram.

6.6. KAM and Twist theorems

As a consequence of the discussion in Section 6.5, the leading order effect of resonant perturbations is now
understood. In this section we will undertake the study of those orbits which are not forced at resonance.

6.6.1. Algebraic preliminaries

The following material can be found [10]. Let θ ∈ R be such that it is a root of a polynomial equation
with integral coefficients. Such a number θ is said to be an algebraic number. If θ satisfies an equation of
degree n, but none of lower degree, then it is said to be an algebraic number of degree n. Set

An := {θ : θ is an algebraic number of degree n}.

It is easy to see that θ ∈ A1 implies that θ ∈ Q. In fact, A1 = Q, so that A1 is a countable set. It is also
easy to see that if q ∈ A1, then ±|q|1/n ∈ An for each n ≥ 2. It can be shown that An is countable for each
n ≥ 1; hence, the set

A :=
∞⋃

n=1

An,

i.e., the set of algebraic numbers, is itself countable and has Lebesgue measure zero. One has that θ is
transcendental if θ 6∈ A. As a consequence, almost all real numbers are transcendental.

Algebraic numbers have the property that they cannot be approximated “too rapidly” by rational num-
bers. A number θ is said to be approximated to degree k if the inequality∣∣∣∣pq − θ

∣∣∣∣ < |q|−k

has an infinite number of solutions p, q ∈ Z. It can be shown that if θ ∈ Q, then θ can be approximated to
order one, and to no higher order. Furthermore, if θ 6∈ Q, then θ can be approximated to order two. The
following theorem, which is due to Liouville, gives a characterization as to how well the algebraic numbers
can be approximated.

Theorem 6.16. If θ ∈ An for some n ∈ N, then θ cannot be approximated to any order greater than n.

Remark 6.17. Two direct consequences of Liouville’s theorem are:

(a) if θ ∈ An, then there exists an ε > 0 such that∣∣∣∣pq − θ

∣∣∣∣ ≥ ε|q|−n, p, q ∈ Z (6.43)

(b) if θ 6∈ A, then it can be approximated by rational numbers arbitrarily quickly.
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6.6.2. KAM and Twist theorems

Regarding equation (6.31), suppose now that the flow is volume-preserving, i.e., ∇ · g ≡ 0. Once again
consider the transformed equation (6.32), and note that the unperturbed problem is

İ = 0, θ̇ = Ω(I), (6.44)

where Ω(Iα) = 2π/Tα. The Poincaré map associated with equation (6.44) is given by

Π0(I, θ) = (I, θ + Ω(I)T )

=
(
I, θ + 2π

T

Tα

)
.

(6.45)

Since Ω′(I) 6= 0 (recall that Ω′(I) < 0), the map Π0 is known as a twist map. Note that it preserves area.
Finally note that if T/Tα ∈ Q, then the associated orbit is periodic; otherwise, it densely fills the circle
I = Iα. The perturbed mapping is given by

Πε(I, θ) = (I + εf(I, θ),Ω(I)T + εg(I, θ)), (6.46)

where f and g are bounded and 2π-periodic in θ. Since the flow is volume-preserving, the map Πε is area-
preserving. As a side remark, since the perturbed map is area-preserving one has that any elliptic points are
actually centers. One has the following important result concerning the existence of tori.

Figure 6: The Poincaré map associated with equation (6.46). The green curves are invariant
curves whose existence is guaranteed by Theorem 6.19. The fixed points, and their
stability type, are guaranteed by the discussion in Section 6.5.

Theorem 6.18 (KAM). If Ω′(I) 6= 0 and ε > 0 is sufficiently small, then Πε has a set of invariant closed
curves of positive Lebesgue measure close to the set I = Iα. The surviving closed curves are filled with dense
irrational orbits.

Unfortunately, Theorem 6.18 does not yield any information as to which of the unperturbed closed
curves persist. As a consequence of the discussion in Section 6.5, we know that this set does not include any
unperturbed curve which satisfies T/Tα ∈ Q. The following result fills in this gap.

Theorem 6.19 (Twist Theorem). Under the assumptions of Theorem 6.18, if T/Tα ∈ An for some n ≥ 2,
then the invariant curve Iα persists as an invariant closed curve for equation (6.46). Furthermore, the curve
is filled with dense irrational orbits.
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The persistence of the invariant closed curves has an important implication regarding the behavior of the
mapping Πε. Let γ1 and γ2 be two such invariant curves, and assume that γ1 ⊂ int(γ2). Set the annulus

Aε := ext(γ1) ∩ int(γ2),

and suppose that p ∈ Aε (see Figure 6). Since the map Πε is induced by the flow of equation (6.31), as
a consequence of uniqueness of solutions to equation (6.31) one must that Πε(p) ∈ Aε. In other words,
Πε(Aε) ⊂ Aε. Since Ω′(I) 6= 0, there will exist an initially resonant orbit within Aε. As a consequence of
the discussion in Section 6.5 one knows that this resonant orbit breaks into an even number of fixed points,
half of which are centers and half of which are saddle points. The invariant manifolds of the saddle points
are contained within Aε, and they must intersect (otherwise, Πε would not preserve area). In general, one
can expect that some of these intersections will be transverse. In this case, the result of Theorem 5.12 is
relevant, and consequently one has the existence of homoclinic tangles, and all of the attendant complicated
dynamics.

6.7. Example: Bose-Einstein condensates

Assuming that there is no magnetic trap, and after several rescalings, the steady-state problem associated
with equation (1.1) in the repulsive case can be written as

q̈ + q − q3 = ε cos(κx)q (6.47)

(see [25] for the details). The periodic solutions to equation (6.47) are given by

q(x, k) :=

√
2k2

1 + k2
sn(z, k), z :=

x√
1 + k2

,

where k ∈ (0, 1), and satisfy the initial condition

q(0, k) = 0, q̇(0, k) =
√

2
k

1 + k2
.

The period of q(x, k) is
T (k) := 4

√
1 + k2K(k),

where K(k) is the elliptic integral of the first kind, i.e.,

K(k) :=
∫ π/2

0

1√
1− k2 sin2 φ

dφ.

The period has the property that T ′(k) > 0, with

lim
k→0+

T (k) = 2π, lim
k→1−

T (k) = +∞.

Finally, q(x, k) is odd in x.
Upon following the discussion in Section 6.5, one has that for the unperturbed problem the action is

given by

I(k) :=
1
2π

∫ T (k)

0

q̇(x, k)2 dx

=
4

3π(1 + k2)3/2

{
(1 + k2)E(k)− (1− k2)K(k)

}
,

where E(k) is the elliptic integral of the second kind, i.e.,

E(k) :=
∫ π/2

0

√
1− k2 sin2 φdφ.
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The evaluation of the integral follows from the identities given in [24, Chapter 4.10]. The associated angle
for the unperturbed problem is given by

θ(x, k) := θ(0) +
2π
T (k)

x.

The space-dependent Hamiltonian associated with equation (6.47) is given by

H(q, q̇, x) :=
1
2
q̇2 +

1
2
q2 − 1

4
q4 +

1
2
εq2 cos(κx).

Although it will not be done herein, as it is not necessary for the subsequent analysis, one can now compute
the Hamiltonian in action-angle variables (see [25, equation (43)]).
Remark 6.20. Although it will not be pursued herein, this exact evaluation of the Hamiltonian in action-
angle variables allows one to “easily” apply a higher order perturbation theory. This avenue of attack is
pursued in [25].

As seen in Section 6.5, the important quantity to calculate is the Melnikov function given in equa-
tion (6.36). One has a resonance if for m,n ∈ N,

κ =
m

n

π

2K(k)
1√

1 + k2
. (6.48)

For ease, now assume that n = 1. Upon using the definition in equation (6.36), the restriction of equa-
tion (6.48), and the identity

sn(u, k)2 + cn(u, k)2 = 1,

one sees that the Melnikov function associated with equation (6.47) is given by

Mm(φ) := − k2

1 + k2

mπ

2K(k)
Mc(k,m) sin(mφ), (6.49)

where

Mc(k,m) :=
∫ 2mK(k)

−2mK(k)

cn(u, k)2 cos
(

mπ

2K(k)
u

)
du. (6.50)

m=2

m=4

k

Mc

Figure 7: A plot of the constant Mc(k, m) defined in equation (6.50) for m = 2, 4.

A plot of the constant Mc(k,m) for m = 2, 4 is given in Figure 7. First, as a consequence of the fact that
the Fourier cosine series for cn(u, k)2 is given by

cn(u, k)2 = C0(k) +
∞∑

n=1

Cn(k) cos
(

2nπ
2K(k)

u

)
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[25, equation (52)], one has that Mc(k, 2` + 1) ≡ 0 for ` ∈ N0. Thus, if m = 2` + 1, the theory presented
in Section 6.5 does not give a definitive answer, and a higher-order Melnikov theory is necessary (see [24,
Chapter 4.11] for some details). As a consequence, it will henceforth be assumed that m = 2` for some ` ∈ N
(this assumption is also taken in [25]). As a side remark, since cn(u, k)2 is holomorphic on a strip containing
the real axis, one has that for fixed k ∈ (0, 1) and any N ∈ N,

lim
`→+∞

Mc(k, 2`)(2`)N = 0.

Hence, one must also have that the upper bound on ε for which the theory presented in Section 6.5 is
applicable approaches zero as `→ +∞. The primary point of [25] is to resolve this limit. In any event, one
finally gets that

M2`(φ) = − k2

1 + k2

`π

K(k)
Mc(k, 2`) sin(2`φ).

Appealing to equation (6.38) and the subsequent discussion, one sees that the critical points for the averaged
equation in the resonance band are given by

φn :=
n

2`
π, n = 0, . . . , 4`− 1.

Thus, the resonance band has 2` centers and 2` saddles, and the centers correspond to those points in which
n is odd, and the centers correspond to those points for which n is even.
Remark 6.21. The physical interpretation of this result is that as the frequency of the optical lattice
increases, the number of critical points within a particular resonance band increases. Thus, increasing the
frequency of the optical lattice increases the complexity of the dynamics for the steady-state problem.
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